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Abstract. Electron microscopy (EM) allows the identification of in-
tracellular organelles such as mitochondria, providing insights for clin-
ical and scientific studies. However, public mitochondria segmentation
datasets only contain hundreds of instances with simple shapes. It is
unclear if existing methods achieving human-level accuracy on these
small datasets are robust in practice. To this end, we introduce the Mi-
toEM dataset, a 3D mitochondria instance segmentation dataset with
two (30µm)3 volumes from human and rat cortices respectively, 3, 600⇥
larger than previous benchmarks. With around 40K instances, we find a
great diversity of mitochondria in terms of shape and density. For evalu-
ation, we tailor the implementation of the average precision (AP) metric
for 3D data with a 45⇥ speedup. On MitoEM, we find existing instance
segmentation methods often fail to correctly segment mitochondria with
complex shapes or close contacts with other instances. Thus, our Mi-
toEM dataset poses new challenges to the field. We release our code and
data: https://donglaiw.github.io/page/mitoEM/index.html.
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1 Introduction

Mitochondria are the primary energy providers for cell activities, thus essential
for metabolism. Quantification of the size and geometry of mitochondria is not
only crucial to basic neuroscience research, e.g., neuron type identification [26],
but also informative to clinical studies, e.g., bipolar disorder [13] and diabetes
[35]. Electron microscopy (EM) images have been used to reveal their detailed
3D geometry at the nanometer level with the terabyte scale [22]. Consequently,
to enable an in-depth biological analysis, we need high-throughput and robust
3D mitochondria instance segmentation methods.
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Fig. 1: Comparison of mitochondria segmentation datasets. (Left) Distribution
of instance sizes. (Right) 3D image volumes of our MitoEM and Lucchi [20]. Our
MitoEM dataset has greater diversity in image appearance and instance sizes.

Despite the advances in the large-scale instance segmentation for neurons
from EM images [12], such e↵ort for mitochondria has been overlooked in the
field. Due to the lack of a large-scale public dataset, most recent mitochondria
segmentation methods were benchmarked on the EPFL Hippocampus dataset [20]
(referred to as Lucchi later on), where mitochondria instances are small in num-
ber and simple in morphology (Fig. 1). Even for the non-public dataset [1,8],
mitochondria instances do not have complex shapes due to the limited dataset
size and the non-mammalian tissue. However, in mammal cortices, the complete
shape of mitochondria can be sophisticated, where even state-of-the-art neuron
instance segmentation methods may fail. In Fig. 2a, we show a mitochondria-on-
a-string (MOAS) instance [36], prone to the false split error due to the voxel-level
thin connection. We also show multiple instances entangling with each other with
unclear boundaries, prone to the false merge error in Fig. 2b. Therefore, we need
a large-scale mammalian mitochondria dataset to evaluate current methods and
foster new researches to address the complex morphology challenge.

To this end, we have curated a large-scale 3D mitochondria instance segmen-
tation benchmark, MitoEM, which is 3,600⇥ larger than the previous bench-
mark [20] (Fig. 1). Our dataset consists of two 30 µm3 3D EM image stacks, one
from an adult rat and one from an adult human brain tissue, facilitating large-
scale cross-tissue comparison. For evaluation, we adopt the average precision
(AP) evaluation metric and design an e�cient implementation for 3D volumes
to benchmark state-of-the-art methods. Our analysis of model performance sheds
light limitations of current automatic instance segmentation methods.

1.1 Related Works

Mitochondria Segmentation.Most previous segmentation methods are bench-
marked on the aforementioned Lucchi dataset [20]. For mitochondria semantic
segmentation, earlier works leverage traditional image processing and machine
learning techniques [27,29,18,19], while recent methods utilize 2D or 3D deep
learning architectures for mitochondria segmentation [24,4]. More recently, Liu
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Fig. 2: Complex mitochondria in our MitoEM dataset: (a) mitochondria-on-a-
string (MOAS) [36], and (b) dense tangle of touching mitochondria. Those chal-
lenging cases are prevalent but not covered by existing labeled datasets.

et al. [17] showed the first instance segmentation approach on the Lucchi dataset
with a modified Mask R-CNN [10], and Xiao et al. [30] obtained the instance
segmentation through an IoU tracking approach. However, it is hard to evaluate
their robustness in a large-scale setting due to the lack of a proper dataset.

Instance Segmentation for Biomedical Images. Instance segmentation
methods in the biomedical domain have been used for the segmenting glands
from histology images and neurons from EM images. For gland, state-of-the-art
methods [3] train deep learning models to predict both the semantic segmenta-
tion mask and the boundary map in a multi-task setting. Additional targets [32]
and shape-preserving loss functions [33] are proposed for further improvement.

For neurons, there are two main methodologies. The first one trains 2D or
3D CNNs to predict an intermediate representation such as boundary [6,25,34]
or a�nity maps [28,15]. Then, clustering techniques such as watershed [7,37] or
graph partition [14] transform these intermediate output into a segmentation.
Adjacent segments are further agglomerated by a similarity measure using either
the intermediate output [9] or a new classifier [11,23,37]. In the other method-
ology, CNNs are trained recursively to grow the current estimate of a single
segmentation mask [12], which is extended to handle multiple objects [21]. Com-
pared to neuron instances, the sparsity of mitochondria instances and the close
appearance to other organelles make it hard to directly apply those segmentation
methods tuned for neuron segmentation.

2 MitoEM Dataset

Dataset Acquisition. Two tissue blocks were imaged using a multi-beam scan-
ning electron microscope: MitoEM-H, from Layer II in the frontal lobe of an
adult human and MitoEM-R, from Layer II/III in the primary visual cortex of
an adult rat. Both samples are imaged at a resolution of 8⇥ 8⇥ 30 nm3. After
stitching and aligning the images, we cropped a (30 µm)3 sub-volume, avoiding
large blood vessels where mitochondria are absent. To focus on the mitochondria
morphology challenge, We made the specific design choice of the dataset size and
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Fig. 3: Visualization of MitoEM-H and MitoEM-R datasets. (Top) 3D meshes of
small and large mitochondria, where MitoEM-R has a higher presence of large
objects; (Bottom left) scatter plot of mitochondria by their skeleton length and
volume; (Bottom right) 3D meshes of the mitochondria at the sampled positions.

region, which contains complex mitochondria without introducing much of the
domain adaptation problem due to the diverse image appearance.

Dataset Annotation. We facilitated a semi-automatic approach to annotate
this large-scale dataset. We first manually annotated a 5µm3 volume for each
tissue, then trained a state-of-the-art 3D U-Net (U3D) model [5] to predict bi-
nary masks for unlabeled regions, which are transformed into instance masks
with connected-component labeling. Then expert annotator proofread and mod-
ify the prediction. With this pipeline, we iteratively accumulated ground truth
instance segmentation for the 5,10,20,30 µm3 sub-volumes for each tissue. Con-
sidering the complex geometry of large mitochondria, we ordered the labeled
instances by volume size and conducted a second round of proofreading with 3D
mesh visualization. Finally, we asked three neuroscience experts to go through
the dataset to proofread until no disagreement.

Dataset Analysis. The physical size of our two EM volumes is more than
3,600⇥ larger than the previous Lucchi benchmark [20]. MitoEM-H and MitoEM-
R have around 24.5k and 14.4k mitochondria instances, respectively, over 500⇥
more than that of Lucchi [20]. We show the distribution of instance sizes for both
volumes in Fig. 1. Both MitoEM-H and MitoEM-R follow the exponential distri-
bution with di↵erent rate parameters. MitoEM-H has more small mitochondria
instances, while MitoEM-R has more big ones. To illustrate the diverse morphol-
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ogy of mitochondria, we show all 3D meshes of small objects (<5k voxels) and
large objects (>30k voxels) from both tissues (Fig. 3, Top). Despite their dif-
ferences in species and cortical regions, the mitochondria-on-a-string (MOAS)
are common in both volumes, where round balls are connected by ultra-thin
tubes. Furthermore, we plot the length versus volume of mitochondria instances
for both volumes, where the length of the mitochondria is approximated by the
number of voxels in its 3D skeleton (Fig. 3, Bottom left). There is a strong linear
correlation between the volume and length mitochondria in both volumes, which
is the average thickness of the instance. While the MitoEM-H has more small
instances, the MitoEM-R has more large instances with complex morphologies.
We sample mitochondria of di↵erent length along the regression line and find
instances share similar shapes to MOAS in both volumes (Fig. 3, Bottom right).

3 Method

For the 3D mitochondria instance segmentation task, we first introduce the eval-
uation metric and provide an e�cient implementation. Then, we categorize state-
of-the-art instance segmentation methods for later benchmarking (Section 4).

3.1 Task and Evaluation Metric

Inspired by the video instance segmentation challenge [31], we adapt the COCO
evaluation API [16] designed for 2D instance segmentation to our 3D volumetric
segmentation. Out of COCO evaluation metrics, we choose AP-75 requiring at
least 75% intersection over union (IoU) with the ground truth for a detection to
be a true positive. In comparison, AP-95 is too strict even for human annotators
and AP-50 is too loose for the high-precision biological analysis.

E�cient Implementation. The original AP implementation for natural im-
age and video datasets is suboptimal for the 3D volume. Two main bottlenecks
are the saving/loading of individual masks from an intermediate JSON file, and
the IoU computation. For our case, it is storage-e�cient to directly input the
whole volume, thus removing the overhead for data conversion. For an e�cient
IoU computation, we first compute the 3D bounding boxes of all the instance
segmentation by iterating through each 2D slice in all three dimensions. It re-
duces the complexity to 3N+O(1) compared to KN+O(1) by naively iterating
through all instances, where N is the number of voxels and K is the number of
instances. To compute the intersection region with ground truth instances, we
only need to do local calculation within the precomputed bounding box. Com-
pared to the previous version on the MitoEM-H dataset, our implementation
achieves a 45⇥ speed-up for 4k instances within a 0.4 Gigavoxel volume.
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Fig. 4: Instance segmentation methods in two types: bottom-up and top-down.

3.2 State-of-the-Art Methods

We categorize state-of-the-art instance segmentation methods not only from mi-
tochondria literature but also from neuron and gland segmentation (Fig. 4).

Bottom-up Approach. Bottom-up approaches often use 3D U-Net to predict
the binary segmentation mask [25] (U3D-B), a�nity map [15] (U3D-A), or binary
mask with instance contour [3] (U3D-BC). However, since those predictions are
not the instance masks, several post-processing algorithms have been utilized for
object decoding. Those algorithms include connected component labeling (CC),
graph-based watershed, and marker-controlled watershed (MW). For rigorous
evaluation of the state-of-the-art methods, we examine di↵erent combinations of
model predictions and decode algorithms on our MitoEM dataset.

Top-down Approach. Methods like Mask-RCNN [10] are not applicable due
to the undefined scale of bounding boxes in the EM volume. Previously FFN [12]
has shown promising results on neuron segmentation by gradually growing pre-
computed seeds. We therefore test FFN in the experiments.

4 Experiments

4.1 Implementation Details

For a fair comparison of bottom-up approaches, we use the same residual 3D U-
Net [15] for all representations. For training, we use the same data augmentation
and learning schedule as in [15]. The input data size is 112⇥112⇥112 for Lucchi
and 32⇥256⇥256 for MitoEM due to its anisotropicity. We use weighted BCE
loss for the prediction. For the FFN model [12], we only train it on the small
Lucchi dataset, which already took 4 hours for label pre-processing. We use the
o�cial implementation online and train it until convergence.

4.2 Benchmark Results on Lucchi Dataset

We first show previous semantic segmentation results in Table 1a. To evaluate the
metric sensitivity to the annotation, we perturb ground truth labels with 1-voxel
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Table 1: Mitochondria Segmentation Results on Lucchi Dataset. We
show results for (a) previous semantic segmentation methods, (b) a top-down,
and (c) bottom-up approaches with di↵erent instance decoding methods.

Method Jaccard" AP-75"
CNN+post [24] 0.907 N/A
Working Set [19] 0.895 N/A
U3D-B [4] 0.889 N/A
GT+dilation-1 0.885 0.881
GT+erosion-1 0.904 0.894

(a) Previous approaches

Method Jaccard" AP-75"
FFN[12] 0.554 0.230

(b) Top-down approaches

Method Jaccard" AP-75"

U3D-A
+waterz [9]

0.877
0.802

+zwatershed [15] 0.801

U2D-B
+CC [25]

0.882
0.760

+MC [2] 0.521

U3D-B
+CC [5] 0.769
+IoU [30] 0.881 0.770
+MW 0.770

U3D-BC
+CC [3] 0.770
+IoU 0.887 0.771
+MW 0.812

(c) Bottom-up approaches

Table 2: Main benchmark results on the MitoEM dataset. We compare
state-of-the-art methods on the MitoEM dataset using AP-75. Following MS-
COCO evaluation [16], we report the results for instances of di↵erent sizes.

Method
MitoEM-H MitoEM-R

Small Med Large All Small Med Large All

U3D-A
+zwatershed [37] 0.564 0.774 0.615 0.617 0.408 0.235 0.653 0.328
+waterz [9] 0.454 0.763 0.628 0.572 0.324 0.149 0.539 0.294

U2D-B +CC [25] 0.408 0.814 0.711 0.597 0.104 0.628 0.481 0.355

U3D-B
+CC [5] 0.109 0.497 0.437 0.271 0.017 0.390 0.275 0.208
+MW 0.439 0.794 0.567 0.561 0.254 0.692 0.397 0.447

U3D-BC
+CC [3] 0.480 0.801 0.611 0.594 0.187 0.551 0.402 0.397
+MW 0.489 0.820 0.618 0.605 0.290 0.751 0.490 0.521

dilation or erosion, which has similar performance to those from the previous
methods. As the annotation is not pixel-level accurate, previous methods have
already achieved human-level performance for semantic segmentation.

For the top-down approaches, we tried our best to tune the FFN method
without obtaining desirable results (Tab. 1b). In particular, FFN achieves around
0.7 AP-50 but 0.2 AP-75, showing its weakness in capture object geometry.

For the bottom up approaches (Tab. 1c), U-Net models with standard train-
ing practice achieves on-par results with specifically designed methods [4]. How-
ever, the AP-75 instance metric can still reveal the false split and false merge
errors in the prediction. All four representations provide similar semantic results
and the U3D-BC+MW achieves the best instance decoding result with the help
of the additional instance contour information.
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(a) Success Cases (b) Failure Cases

Low z-resolution
Slice z+1
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Weak boundary

Fig. 5: Qualitative results on MitoEM. (a) The U3D-BC+MW method can cap-
ture complex mitochondria morphology. (b) Failure cases are resulted from am-
biguous touching boundaries and highly overlapping cross sections.

4.3 Benchmark Results on MitoEM Dataset

We evaluate previous state-of-the-art methods on our MitoEM dataset. Specif-
ically, both human (MitoEM-H) and rat (MitoEM-R) datasets are partitioned
into consecutive train, val and test splits with 40%, 10% and 50% of the total
amount of data. We select the hyper-parameters on the val split and report
the final results on the test split. As mitochondria has diverse sizes, we also
report the AP-75 results for small, medium and large instances separately with
the volume threshold of 5K and 15K voxels.

As shown in Table 2, all methods perform consistently better on the human
tissue (MitoEM-H) than the rat tissue. Besides, marker-controlled watershed
(MW) is significantly better than connected-component (CC) and IoU-based
tracking (IoU) for processing both binary mask (U3D-B) and binary mask +
instance contour (BC). Furthermore, U3D-BC+MW achieves the best perfor-
mance considering the mean AP-75 scores for both tissues. Our MitoEM posts
new challenges for methods which are nearly perfect on the Lucchi dataset.

We show qualitative results of U3D-BC+MW (Fig. 5). Such method suc-
cessfully captures many mitochondria with non-trivial shapes, but it is still not
robust to the ambiguous boundary and overlapping surface. Further improve-
ment can be achieved by considering 3D shape prior of mitochondria.

4.4 Cross-Tissue Evaluation

In this experiment, we examine the cross-tissue performance of the U3D-BC
model. That is, we run inference on the MitoEM-Human dataset using the
model trained on the MitoEM-Rat dataset, and vice versa. We observe that the
MitoEM-R model achieves better performance on the human dataset than the
MitoEM-H model, while the MitoEM-H model performs worse than MitoEM-R
on the rat dataset (Table 3). Since the rat dataset contains more large ob-
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Table 3: Cross-tissue evaluation on MitoEM. The U3D-BC model trained
on rat (R model) is tested on human (MitoEM-H), and vice versa. R model
generalizes better as the MitoEM-R dataset has higher diversity and complexity.

Method
MitoEM-H (R model) MitoEM-R (H model)

Small Med Large All Small Med Large All

U3D-BC
+CC [3] 0.533 0.833 0.664 0.650 0.218 0.640 0.354 0.407
+MW 0.587 0.862 0.669 0.690 0.224 0.674 0.359 0.411

jects with complex morphologies, it is reasonable that the models trained on rat
datasets generalize better and can handle more challenging instances.

5 Conclusion

In this paper, we introduce a large-scale mitochondria instance segmentation
dataset that reveals the limitation of state-of-the-art methods in the field to deal
with mitochondria with complex shape or close contacts with others. Similar to
ImageNet for natural images, our densely annotated MitoEM can have various
applications beyond its original task, e.g., feature pre-training, 3D shape analysis,
and testing approaches on active learning and domain adaptation.
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