RibSeg v2: A Large-scale Benchmark for Rib Labeling and Anatomical Centerline Extraction

Liang Jin, Shixuan Gu, Donglai Wei, Kaiming Kuang, Hanspeter Pfister, Bingbing Ni, Jiancheng Yang, and Ming Li

Abstract—Automatic rib labeling and anatomical centerline extraction are common prerequisites for various clinical applications. Prior studies either use in-house datasets that are inaccessible to communities, or focus on rib segmentation that neglects the clinical significance of rib labeling. To address these issues, we extend our prior dataset (RibSeg) on the binary rib segmentation task to a comprehensive benchmark, named RibSeg v2, with 660 CT scans (15,466 individual ribs in total) and annotations manually inspected by experts for rib labeling and anatomical centerline extraction. Based on the RibSeg v2, we develop a pipeline including deep learning-based methods for rib labeling, and a skeletonization-based method for centerline extraction. To improve computational efficiency, we propose a sparse point cloud representation of CT scans and compare it with standard dense voxel grids. Moreover, we design and analyze evaluation metrics to address the key challenges of each task. Our dataset, code, and model are available online to facilitate open research at https://github.com/M3DV/RibSeg.
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Fig. 1: RibSeg v2 Dataset. RibSeg v2 extends the annotations of 660 CT scans from the existing RibFrac dataset [9], containing labeled rib segmentation and anatomical centerlines. The color palette indicates the label assigned to each rib.

Index Terms—rib segmentation, rib labeling, rib centerline, point cloud, computed tomography.

I. INTRODUCTION

Rib labeling and anatomical centerline extraction are of significant clinical value for facilitating various clinical applications. For example, it is critical for detecting rib fractures, which can identify chest trauma severity that accounts for 10% ~ 15% of all traumatic injuries [1]. Besides, the structure and morphology of rib bones are stable references for multiple analysis and quantification tasks such as lung volume estimation [2] and bone abnormality quantification [3]. Based on rib anatomical centerlines, internal coordinate systems can localize organs for surgery planning and postoperative evaluation [4], as well as registering pathologies such as lung nodules [5]. Moreover, automatic rib labeling and centerline extraction is the key to developing visualization tools of unfolded rib cages [6]–[8], significantly reducing the burden of rib interpretation for clinicians.

Despite the high contrast of ribs, rib labeling and centerline extraction is challenging. Ribs in human bodies are typically elongated and oblique across numerous CT sections; in other words, a large number of CT slices must be evaluated sequentially by radiologists. Ribs are anatomically close to the scapula and clavicle, and some ribs might be connected by the metal implant, which is hard to label. Besides, rib centerline extraction is subject to image noise, artifacts, and the quality of rib labels.
Previous studies on this topic only focus on rib segmentation [10] and trivialize rib labeling as a counting process [11], [12], which underestimates the challenges of false merging and neglects that anatomical labeling of ribs is clinically more desirable. Besides, tracing-based rib segmentation and centerline extraction is highly sensitive to initially detected seed points and vulnerable to local ambiguities [13], [14]. Although the deep learning-based method is robust as it learns hierarchical visual features from raw voxels [15], it does not consider the sparsity and elongated geometry of ribs. Moreover, there is no public dataset on this topic, making it difficult to benchmark extraction is highly sensitive to initially detected seed points and vulnerable to local ambiguities [13], [14]. Although the deep learning-based method is robust as it learns hierarchical visual features from raw voxels [15], it does not consider the sparsity and elongated geometry of ribs. Moreover, there is no public dataset on this topic, making it difficult to benchmark existing methods and develop downstream applications.

To tackle these problems, we first develop a benchmark for rib labeling and anatomical centerline extraction, named RibSeg v2, including manually inspected annotations of 660 chest-abdomen CT scans (15.466 individual ribs) from RibFrac dataset [9]. In addition, we formulate rib labeling as the task of segmenting ribs from CT scans and labeling the binary segmentation into 24 instances, and benchmark the RibSeg with a pipeline including a deep learning-based method for rib labeling and a TEASAR-based [16] method for rib anatomical centerline extraction. We further compared the data representations of CT scans as dense voxel grids and sparse point clouds, respectively, and proposed various metrics for each task to perform comprehensive evaluations.

This study is extended from our RibSeg (v1) previously presented at MICCAI [17], where we introduced a binary rib segmentation benchmark with 490 CT scans from the RibFrac dataset [9]. In this study, we extend RibSeg to a comprehensive benchmark for rib labeling and anatomical centerline extraction by adding 1) the 170 remaining cases with binary rib segmentation, which are hard to be segmented by the semi-auto method [17], 2) rib labels (1-24) except for the low-quality cases, and 3) annotations of rib anatomical centerlines except for the low-quality cases. All annotations are manually checked, and the CT scans that are hard to annotate are categorized into challenging cases by senior radiologists based on visual assessment. Besides, we extended the previous method for binary rib segmentation to rib labeling and anatomical centerline extraction. Finally, by detailed quantitative and qualitative analysis of the challenging cases, we explored the key challenges of each task, which are valuable to facilitate future studies on this topic.

II. RELATED WORKS

A. Automatic Rib Analysis

Rib segmentation and labeling. A few studies have addressed rib segmentation and labeling [13], [14] before the era of deep learning, where rib tracing with initial seed point detection is the key method. Supervised deep learning-based segmentation [11] from CT volumes is robust as it adopts 3D-UNet [18] to learn hierarchical visual features from raw voxels. MDU-Net [19] is proposed to segment clavicles and ribs from CT scans, which combines multiscale feature fusion with the dense connection [20].

Rib anatomical centerline extraction. A few non-learning studies work on rib centerline extraction by modeling the ribs as elongated tubular structures and conducting rib voxel detection by structure tensor analysis [10], [21]. And rib tracing-based method is also introduced to centerline extraction [22]. There are also deep learning-based studies focusing on rib centerline extraction instead of full rib segmentation, e.g., rib centerlines are extracted by applying morphological methods such as deformable template matching [15] and rib tracing method [12] to the rib cages detected by deep learning method.

B. Deep Learning Models for 3D CT Volumes

In this study, we represented CT scans as dense voxel grids and sparse point clouds for method comparison.

Voxel grids. 3D-UNet [18] is first introduced to work on sparsely annotated volumetric data. VoxSegNet [23] is further proposed as an effective volumetric method for 3D shape part segmentation, which extracts discriminative features encoding detailed information under limited resolution. PVCNN [24] and PointGrid [25] integrate representations of points and voxels to enhance feature extraction and model efficiency.

Point clouds. Deep learning for point cloud analysis [26] is pioneered by PointNet [27] and DeepSet [28]. Later studies also introduce sophisticated feature aggregation based on spatial graphs [29], [30] or attention [31]. In medical imaging scenarios, point cloud matching has been applied to 3D volumes [8] since 2014. The transformer mechanism [32] is further introduced for medical point cloud analysis [33], and point cloud-based methods are adapted to various medical applications such as nodule detection [34] and vessel reconstruction [35].

C. Semantic Segmentation-guided 2-Stage Methods

Considering the sparsity of ribs in CT volumes, we first perform foreground-background segmentation to roughly segment the ribs and label them by multi-class segmentation with a second model. The semantic segmentation-guided method is common in fine-grain classification tasks such as pedestrian detection [36], [37] where semantic segmentation is first performed to obtain complementary higher-level semantic features. A similar pipeline is also used in the medical scenario such as intracranial aneurysm segmentation [38], where vessel segments with aneurysms are detected from the whole CT scan, and segmented by a second model. This pipeline essentially tackles the sparsity issue and eases the follow-up tasks.

D. Skeletonization Methods

Besides the studies of rib anatomical centerline extraction, other skeletonization methods for elongated objects are potentially applicable to this topic.

Learning-based skeletonization. Most studies of learning-based skeletonization work on 2D images, e.g., DeepFlux predicts a two-dimensional vector field to map scene points to extract the skeleton [39], and the skeleton can also be extracted by integrating image and segmentation to obtain complementary information [40]. For 3D skeleton extraction, the previous study utilizes normalized gradient vector flow on
Table 1: Data Division and Stats of RibSeg v2 Dataset.
The table includes the number of total cases, individual ribs, cases with the incomplete rib cage, and unqualified cases for each subset. The unqualified cases refer to the cases that 1) miss annotations of labels or centerlines, and 2) have flaws in rib label annotations. The file names and details of these abnormal cases are categorized into a dataset description file, which will be made available together with RibSeg v2 dataset.

<table>
<thead>
<tr>
<th>Subset</th>
<th>CT Scans</th>
<th>Individual Ribs</th>
<th>Incomplete Rib Cages</th>
<th>Unqualified Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>420</td>
<td>9,961</td>
<td>28</td>
<td>27</td>
</tr>
<tr>
<td>Development</td>
<td>80</td>
<td>1,780</td>
<td>13</td>
<td>9</td>
</tr>
<tr>
<td>Test</td>
<td>160</td>
<td>3,725</td>
<td>32</td>
<td>11</td>
</tr>
</tbody>
</table>

volume data [41], and most studies of 3D skeleton focus on human recognition and re-identification [42], e.g., PointSkel-CNN is proposed to extract 3D human skeleton from point clouds [43].

TEASAR method. The Tree-structure Extraction Algorithm for Accurate and Robust Skeletons (TEASAR) [16], [44] is originally proposed to skeletonize binary discretized 3D occupancy maps of tree-like structures, such as neurons [45]. The pipeline of the original TEASAR is summarized as follows: 1) first locate a root point on the rib volume, 2) and then serially trace the shortest path via a penalty field [46] to the most distant unvisited point. 3) After each passing, a circumscribing cube is applied to expand around the vertices in the path, marking the visited regions. 4) Repeat the process above until the whole volume is traversed.

III. RibSeg V2 DATASET

A. Dataset Overview

Most prior studies on rib segmentation or rib centerline extraction use small in-house datasets [19], which makes it inconvenient to conduct comparative studies and develop new methods. To address this issue, we developed the RibSeg (v2) dataset containing 660 cases, with 15,466 ribs in total. Considering the clinical practicality, we further categorize the cases that are hard to annotate as challenging cases. Fig. 1 gives an overview of the RibSeg v2 dataset.

Data source. RibSeg v2 Dataset uses the public computed tomography (CT) scans from the RibFrac dataset [9], an open dataset with 660 chest-abdomen CT scans for rib fracture segmentation, detection, and classification. The CT scans are saved in NIFTI (.nii) format with volume sizes of $N \times 512 \times 512$, where $512 \times 512$ is the size of CT slices, and $N$ is the number of CT slices (typically 300 $\sim$ 500). Most cases are confirmed with complete rib cages (24 ribs) and manually annotated with at least one rib fracture by senior radiologists.

Dataset division and statistics. The data split of the RibSeg v2 dataset is summarized in Tab. I: training set (420 cases), development set (80 cases), and test set (160 cases). The division of RibSeg v2 training, development, and test sets are from those of the RibFrac dataset respectively, facilitating the development of downstream applications such as rib fracture detection. In Tab. I, we also report the number of cases with incomplete rib cages and unqualified cases. Specifically, the cases with incomplete cages only cover the upper chest-abdomen region, while the unqualified cases refer to the cases whose annotations are missing or contain potential flaws, including 4/4/3 (training/development/test) cases that miss annotations of labels or centerline due to the CT scans quality degradation, and 23/5/8 cases with label crossing in annotations. The file names and details of all the abnormal cases are categorized into a dataset description file, which will be made available together with the RibSeg v2 dataset.

B. Dataset Annotation

Annotating rib labels and anatomical centerlines from CT scans is labor-intensive due to the elongated and oblique shape of ribs. To ease the workload and facilitate the annotation, we develop a morphological pipeline, and for abnormal cases where the method fails, we use a deep learning-based method with heavy post-processing. Based on the high-quality labels, we use a TEASAR-based method to extract anatomical centerlines. Each step contains manual checking and refinement, and final annotations are confirmed by senior radiologists.

Rib labeling. Rib labeling contains segmenting ribs from CT scans and labeling the segmentation. We describe the primary steps as follows. For each volume, we first filter out non-target voxels by thresholding at 200 HU [47] and then separate the ribs from the vertebra through morphological methods (e.g., dilation, and erosion). For cases that remain parts of the clavicle and scapula, we manually locate and remove them according to the coordinates of their connected components [48], [49]. The resultant rib segmentation is labeled from top to bottom and left to right. This pipeline generates high-quality rib labels for most cases, and for the cases in which it fails, we turn to the deep learning-based method. Specifically, we train a customized PointNet++-based model on the annotated cases, utilize it to predict labeled segmentation, and post-process the results with morphological methods. All results are manually checked and refined in a human-in-the-loop procedure to ensure high quality. The cases beyond repair are denoted as unqualified in Tab. I, and categorized into a dataset description file, which will be made available together with the RibSeg v2 dataset.

Rib anatomical centerline extraction. Based on the labeled rib segmentation, we extract the rib anatomical centerlines by implementing a variant of the TEASAR method. The resultant centerline could be tortuous since the rib components are hollow inside, and the sizes of the point set composing centerlines are different. Hence, we post-process the centerlines by smoothening and upsampling them to 500 points. The proposed pipeline can generate high-quality rib anatomical centerlines in most cases. For the failed cases, senior radiologists manually annotate their centerlines.

Manual proofreading. The abnormal cases, along with the pursuit of high annotation quality, incentivize us to perform laborious checking and refinement after the annotation stages. For instance, in quite a few cases, the floating ribs are too short or sparse that segmentation and centerlines vanish after the morphological procedure. Hence, we manually...
check and refine the annotation case by case. To recover and annotate missed ribs, we turn back to manually ensure the segmentation completeness by modifying the corresponding connected components voxel by voxel. To ensure high quality, all final segmentations and centerlines are manually checked, refined, and confirmed by senior radiologists based on visual assessment and consensus review.

C. Challenging Cases

We report specific challenges of rib labeling and centerline extraction by analyzing and categorizing the abnormal cases, whose modalities are relatively rare. In clinical, however, the diagnosis of these cases is time-consuming, while for normal cases, even computer-assisted intervention is less needed. Hence, the discussion and categorization of these cases are valuable. Based on our visual assessment, 99 cases in RibSeg v2 are categorized as challenging cases (47/19/33 in training/development/test), which is contained in the dataset description file.

Challenging case categories. We categorized 4 challenging situations: 1) The adjacent bones are connected by the growing callus or metal implants, as depicted in Fig. 2 (a). Algorithmically, such cases will also cause morphological false merge, i.e., a single connected component contains several ribs. 2) The cases with metal implants like Fig. 2 (a) also tend to suffer severe HU deviation, i.e., the HU value of the bone is higher/lower than their normal HU value. In such cases, the rib cage is wrapped by a ‘noise shell’, which is hard to filter. 3) The cases that are partly scanned or suffer severe bone lesions such as scoliosis in Fig. 2 (b) and fractures like Fig. 2 (c), which are hard to segment and label. 4) The floating ribs are missing or too vague to segment, as depicted in Fig. 2 (d), and there might also exist a third stubby little floating rib (the 13th pair of ribs).

IV. METHODOLOGY

The clinical significance of rib labeling and centerline extraction, along with the limitations of morphological methods, urge for a more robust method. Hence, we benchmark RibSeg v2 by formulating rib labeling as a multi-class segmentation task and proposing a deep learning-based method for rib labeling, and a skeletonization-based method for centerline extraction.

A. Pipeline Overview

As depicted in Fig. 3, the pipeline is divided into three steps. 1) CT denoising: we first preprocessed the input CT scans to obtain the denoised CT volumes through morphological methods. 2) Point-based rib labeling: we converted the CT volume to point clouds and applied a 2-stage point-based method to first obtain the binary rib segmentation and then segment individual ribs with a second model. Then the resultant label prediction is post-processed for centerline extraction. 3) Rib centerline extraction: based on the labeled segmentation, the centerlines are extracted through a variant of the TEASAR method.

B. CT Denoising

Considering the sparsity of ribs in 3D volumes (< 0.5% voxels) and the high HU value of bones in CT scans (> 200 HU), we filter the non-target parts of CT volumes in a coarse-to-fine manner. Specifically, we first filter the non-bone voxels roughly by setting a threshold of 200 HU on CT volumes, which is the common CT attenuation value for bones. Although the resultant binarized volumes may contain many noises covering the rib cage, we keep the noises and propagate the volumes to the model training procedure to improve model robustness. While in the inference stage, we remove most noises by sorting out and eliminating the connected components of small volumes. We denote such connected components-based denoise procedure as Connected-Component-Denoising (CCD). In Sec. V, we report that CCD is crucial to obtaining high-quality rib labels, especially for the cases suffering HU deviation where the roughly filtered volumes will contain a huge number of noises.

C. Point Cloud Baseline for Rib Labeling

Problem formulation. We formulate it as a 25-class part segmentation problem to segment and label ribs from CT scans (24 classes for 24 ribs and 1 class for other bones and backgrounds). However, in this scenario, the target parts (24 ribs) are extremely sparse in the input volume (< 0.7% voxels after HU thresholding), which is different from conventional part segmentation tasks such as PASCAL-Part [50] and PartNet [51], where the segmentation parts of target objects have a rather balanced distribution.

Frameworks. To alleviate the sparsity issue, we propose a 2-stage framework for rib labeling: 1) first perform binary
Fig. 3: The Pipeline of Rib Labeling and Anatomical Centerline Extraction. The pipeline is divided into 3 steps: 1) CT Denoising: CT scans are thresholded by HU value and denoised by Connected-Component-Denoising (CCD) to remove most non-bone voxels. 2) Point-based Rib Labeling: The denoised CT volume is converted to point clouds for a 2-stage point-based segmentation method, which first predicts binary rib segmentation, and then segments individual ribs with a second model. The label prediction is further denoised by CCD for centerline extraction. 3) Rib Centerline Extraction: The rib centerlines are extracted from the label prediction via a TEASAR-based skeletonization method. Color: For clear visualization, all binary volumes are colored by axial depth.

Fig. 4: Point clouds generation from dense volumes. The CT volumes are converted to a point cloud and divided into equally-sized point batches as input, and the multi-batch point predictions are concatenated into volumetric predictions.

segmentation to obtain ribs from CT scans, and 2) perform multi-class segmentation to segment individual ribs from binary segmentation. The label predictions are further post-processed by CCD to remove mis-segmented noise points for centerline extraction. For comparison, we also test the single-stage method which directly predicts rib labels from CT volumes via multi-class segmentation in Sec. V-A.

Data representation for CT scans. Most learning-based methods model CT scans as 3D volumes, and work on dense voxel grids, which is computationally inefficient [12], [15]. To address the memory issue, we convert the dense 3D volumes to sparse point clouds [17] and adopt the fundamental and efficient PointNet++ [29] as the backbone model. For comparison, we also test the voxel-based method with 3D-Unet [18] in Sec. V-A.

Point clouds conversion. In Fig. 4, we take binary rib segmentation as an example to show the procedure of point cloud conversion. Specifically, we first convert the CT volumes into a dense point cloud and divide the point cloud into equally-sized batches of 30K points. For the batch with insufficient points, we ‘ceil’ it up by randomly sampling points from other batches, and applying majority voting to the prediction of repeated points. Finally, the point predictions of all batches are concatenated to obtain the voxel prediction.

Good practices for point-based representation. To alleviate the information loss during the point clouds conversion from the volume, as well as enriching the local geometric representation, we combine the absolute coordinates and the relative coordinates with respect to their neighboring points in the volume as model input, denoted as Absolute-and-Relative-Positioning (ARP), which is inspired by absolute and relative embedding module for point cloud representation enrichment [31]. Specifically, for each point, we first sample and group its neighboring points from the volume by ball query searching, and then we calculate the relative coordinates by subtracting their absolute coordinates. Besides, to enhance the robustness of the model, we also apply online Point-Augmentation (PA) which includes scaling, translation, and jittering. As a benchmark work, we don’t want to complicate this study by introducing sophisticated architectures or designs with a limited performance boost, so we don’t dig deep into the tricks. We report the enhancement of model performance by adapting ARP and PA in Tab. II and leave them as potential improvements which can also be generalized to other point cloud-based methods.

D. TEASAR-based Rib Anatomical Centerline Extraction

During the annotation procedure, we found that the TEASAR-based method can guarantee visually satisfying results as long as the segmentation is correctly labeled. Hence, we simply cascade the TEASAR-based method to the learning-based pipeline as an end-to-end baseline method for centerline extraction. Specifically, 1) we first apply morphological operations to eliminate the mislabeled regions, and obtain connected components of individual ribs according to the volume. 2) Then for each rib, a raster scan is applied to locate an arbitrary
foreground voxel, and its furthest point is denoted as the root point (it lies on the end of the connected component). 3) By implementing the Euclidean distance transform, a penalty field is defined [46] to guide the centerline passing through the center of the rib volume. 4) Then Dijkstra’s shortest path is implemented to derive the path from the root point to the most geodesically distant point from it (it lies on the other end of the connected component), and the resultant path is the extracted rib centerline. 5) Finally, we smoothen the result and upsample the centerline to 500 points by linear interpolation for the convenience of evaluation. Although such a pipeline can achieve high-quality centerlines for most cases, the time consumption is not cheap (over 80s for a case), and it’s sensitive to the quality of rib label predictions, which urges a more computationally efficient and robust method.

**TABLE II: Rib Labeling Metrics on RibSeg v2 Test Set.**

The metrics include average Label-Dice and Label-Accuracy of all / first / intermediate / twelfth rib pairs (A/F/I/T). Both 1-stage and 2-stage methods are included with voxel and point-based data representation. The point-based method includes different settings, where ARP, PA, and CCD denote Absolute-and-Relative-Positioning, Point-Augmentation, and Connected-Component-Denoising, respectively.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Dice$_{avg}^{(L)}$</th>
<th>Label_Accuracy (A/F/I/T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-stage</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voxel-based Method</td>
<td>70.9%</td>
<td>71.3% / 78.9% / 73.3% / 58.9%</td>
</tr>
<tr>
<td>Point-based Method</td>
<td>75.9%</td>
<td>76.5% / 86.2% / 76.2% / 68.3%</td>
</tr>
<tr>
<td>ARP</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>PA</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CCD</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Two-stage</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voxel-based Method</td>
<td>82.8%</td>
<td>78.1% / 84.5% / 80.4% / 60.8%</td>
</tr>
<tr>
<td>Point-based Method</td>
<td>87.1%</td>
<td>86.4% / 90.7% / 87.3% / 73.0%</td>
</tr>
<tr>
<td>ARP</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>PA</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>CCD</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

**TABLE III: Speed Comparison.** The table reports model forward time in seconds, including 1-stage and 2-stage methods with different data representations. Post-processing time is not included as it heavily depends on the implementation.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Forward Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-stage</td>
<td></td>
</tr>
<tr>
<td>Voxel-based 3D-UNet [18]</td>
<td>30.36</td>
</tr>
<tr>
<td>Point-based PointNet++ [29]</td>
<td>2.46</td>
</tr>
<tr>
<td>Two-stage</td>
<td></td>
</tr>
<tr>
<td>Voxel-based 3D-UNet [18]</td>
<td>62.73</td>
</tr>
<tr>
<td>Point-based PointNet++ [29]</td>
<td>5.12</td>
</tr>
</tbody>
</table>

V. EXPERIMENTS

A. Experiments on Rib labeling

1) Evaluation Metrics: We first define the Label-Dice [52], [53] of rib $i$ as:

$$
Dice_i^{(L)} = \frac{2 \cdot |y_i \cdot \hat{y}_i|}{|y_i| + |\hat{y}_i|},
$$

(1)

where $y$ and $\hat{y}$ indicate the label prediction and ground truth, respectively. For quantitative analysis, we evaluate the performance by reporting the average Label-Dice of the 24 ribs, denoted as $Dice_{avg}$. While in qualitative analysis, we reflect the performance degradation by reporting the minimal Label-Dice amongst the 24 ribs, denoted as $Dice_{min}$. Moreover, we report the Label-Accuracy of individual ribs to evaluate the method’s clinical applicability. Specifically, an individual rib $i$ is counted as correctly labeled if $Dice_i^{(L)} > 0.7$, and the accuracy can be calculated with ease. Considering that labeling first and twelfth rib pairs tend to be more difficult as they are shorter and curvier than other ribs, we report the Label-Accuracy of all / first / intermediate / twelfth rib pairs, respectively.

2) Quantitative Analysis: We first evaluate the methods on RibSeg v2 test set, comparing the 1-stage and 2-stage methods with different settings. As depicted in Tab. II, all 2-stage methods significantly outperform 1-stage methods. The interpretation is that the rib in the input volume of the 1-stage method is too sparse (16%) to provide sufficient features while the 2-stage method removes most background noises for the label prediction. Besides, the point-based method (PointNet++) outperforms the voxel-based method (3D-UNet), as it takes the shape of the whole volume as inputs, leading to rich feature representation. The method with ARP has a significant improvement on the 1-stage method where the rib is sparse in the input, with 3.1% higher Label Dice and 4.4% higher label accuracy. The methods with PA have a slight boost, while methods with CCD enjoy 1.3%~2.2% higher label Dice values and at most 4.2% higher label accuracy. For inference speed, the point-based method is more efficient for taking sparse point clouds as inputs, as reported in Tab. III, whereas the point-based method is $12 \sim 15 \times$ faster than the voxel-based method.

3) Qualitative Analysis: For robustness analysis, we compare the inference results of normal and challenging cases, respectively, and visualize the predictions on challenging cases.

Analysis on challenging cases. To evaluate the robustness of the method, we tested the best model on all/normal/challenging cases from the test set, respectively, as reported in Tab. IV. The model enjoys a state-of-the-art performance in the normal cases while suffering a significant drop in the challenging cases: 24.8% lower on average Label-Dice and 34.4% lower on Label-Accuracy. To further investigate the performance degradation, we also analyze the minimal instance-wise Label-Dice, which is unsatisfying even in normal cases (79.7%) and suffers a huge drop by 50% in the challenging cases. Note that the minimal Label-Dice occurs on rib 12 or 24 (the 12th pair of ribs). It is exactly these challenging cases that are clinically time-consuming to diagnose, and the floating ribs with various lesions are algorithmically difficult to segment, hence, a more robust method of tackling the challenging cases is desired.

Visualization of performance degradation. As the metrics may not necessarily reflect the prediction quality in detail, we further visualize the results in challenging cases in Fig. 5.
Fig. 5: Visualization of Label Predictions on Challenging Cases. (a) The case contains a pacemaker, which partly remains in the label prediction. (b) The case suffers HU deviation, leading to severe cross-labeling. (c) The case misses the 12th pair of floating ribs, causing the cross-labeling. (d) The case has a serious fracture in the left 5th rib, causing the cross-labeling.

TABLE IV: Performance Comparison on Challenging Cases. The baseline method is tested on all / normal / challenging cases from RibSeg v2 test set, respectively. The metrics include average Label-Dice, minimal Label-Dice, and Label-Accuracy over all pairs of ribs.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Dice_{avg}</th>
<th>Dice_{min}</th>
<th>Label Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>87.1%</td>
<td>65.6%</td>
<td>86.4%</td>
</tr>
<tr>
<td>Normal</td>
<td>93.6%</td>
<td>79.7%</td>
<td>92.1%</td>
</tr>
<tr>
<td>Challenging</td>
<td>68.8%</td>
<td>14.2%</td>
<td>57.7%</td>
</tr>
</tbody>
</table>

Specifically, for cases where adjacent ribs are connected by metal implants such as Fig. 5 (a), where left 2 and 3 ribs are connected to a pacemaker, the prediction suffers serious cross-labeling. For cases that suffer HU deviation like Fig. 5 (b), the prediction suffers cross-labeling and contains too many noises. For cases missing the floating ribs as Fig. 5 (c), the model seems to impose 24 classes of rib labels on the rib cage, and the false ribs (the 8th to 12th pairs of ribs) are mislabeled. While in Fig. 5 (d), the rib 5 left is severely damaged, also causing cross-labeling. In brief, despite the visually satisfying predictions in most cases, the performance degradation in a few challenging cases is huge. Considering the clinical practicality, it urges a more robust method for rib labeling with the ground truth provided by the RibSeg v2 dataset.

B. Experiments on Rib Centerline Extraction

1) Evaluation Metrics: For centerline evaluation, we used three metrics to measure the quality of extracted centerline. We first report the Chamfer Distance [54] between the extracted centerline and the centerline annotation, denoted as Line-line-Chamfer-Distance (LLCD):

$$LLCD(L, \hat{L}) = \frac{1}{|L|} \sum_{y \in L} \min_{\hat{y} \in \hat{L}} \|y - \hat{y}\|_2 + \frac{1}{|\hat{L}|} \sum_{\hat{y} \in \hat{L}} \min_{y \in L} \|\hat{y} - y\|_2$$

(2)

where $L \subseteq \mathbb{R}^3$ and $\hat{L} \subseteq \mathbb{R}^3$ are the extracted centerline and centerline annotations, respectively.

Another important quality for the centerline is whether it lies in the mid of the corresponding rib bone, to evaluate such position deviation, we report the Chamfer Distance of the extracted centerline with respect to the annotation of rib labels, denoted as Line-seg-Chamfer-Distance (LSCD):

$$LSCD(L, \hat{S}) = \frac{1}{|L|} \sum_{y \in L} \min_{\hat{y} \in \hat{S}} \|y - \hat{y}\|_2$$

(3)

where $L \subseteq \mathbb{R}^3$ and $\hat{S} \subseteq \mathbb{R}^3$ are the extracted centerline and the annotation of rib labels, respectively.

Inspired by normalized surface dice [55], [56], we propose Normalized-Line-Dice (NLD) to evaluate the curvature deviation:

$$NLD(L, \hat{L}) = \frac{|L \cap B_3(\hat{L})| + |\hat{L} \cap B_3(L)|}{|L| + |\hat{L}|}$$

(4)

where $L \subseteq \mathbb{R}^3$ and $\hat{L} \subseteq \mathbb{R}^3$ are the extracted centerline and centerline annotation, respectively, and $B_3(\cdot) = \{y \in \mathbb{R}^3 | \exists \hat{y} \in L, \|y - \hat{y}\|_2 \leq \tau\}$ denotes the surrounding region of the centerline $L$ within tolerance distance $\tau$. Here we take $\tau = 7$, which is roughly the radius length of the cross surface for an approximate rib cylinder.

2) Quantitative Analysis: We evaluate the method based on LLCD, LSCD, and NLD, and compare the effects of smoothing post-process and CCD in Tab. V. As Chamfer Distance (CD) is not a numerically intuitive metric [57], we focus on NLD for quantitative analysis.

Metrics analysis. As reported in Tab. V, the method with CCD and smoothing performs best. Considering that the extracted centerline could be tortuous in the middle while the annotation is manually refined and smoothed, we also report the effect of smoothing post-process. With smoothing, the extracted centerline fits the annotation better, and has a huge boost on NLD (over 3%), while the performance on LSCD suffers a slight drop. An interpretation is that the smoothing will also deviate the centerline from the middle of the rib, which leads to the performance drop.

Analysis on challenging cases. To evaluate the robustness,
**TABLE V: Rib Centerline Extraction Metrics on Rib-Seg v2 test set.** The results on all/normal/challenging (A/N/C) cases are reported, respectively (\(\frac{A}{N/C}\)). The metrics include Line-line-Chamfer-Distance (LLCD), Line-seg-Chamfer-Distance (LSCD), and Normalized-Line-Dice (NLD). Moreover, different settings are also included, where CCD denotes Connected-Component-Denoising.

<table>
<thead>
<tr>
<th>TEASAR Method</th>
<th>LLCD</th>
<th>LSCD</th>
<th>NLD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smoothen</td>
<td>CCD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- -</td>
<td>2709.8</td>
<td>1753.8</td>
<td>64.9%</td>
</tr>
<tr>
<td>-</td>
<td>1756.5 / 6595.6</td>
<td>313.1 / 108.6</td>
<td>71.3% / 57.1%</td>
</tr>
<tr>
<td>✓</td>
<td>892.6</td>
<td>229.6</td>
<td>78.1%</td>
</tr>
<tr>
<td>✓ ✓</td>
<td>96.1 / 3745.2</td>
<td>108.3 / 707.5</td>
<td>88.4% / 58.5%</td>
</tr>
</tbody>
</table>

we test these settings on all/normal/challenging cases from the test set, respectively. As reported in Tab. V, the methods suffer 7% ~ 29.9% drop of NLD in challenging cases compared to normal cases. While for LLCD and LSCD, the performance degradation in challenging cases is significant. Considering the high clinical importance of rib centerlines, a more robust method is desirable.

3) **Qualitative Analysis:** As the metrics may not necessarily reflect the prediction quality. We visualize the centerline extraction results for more intuitive and detailed analysis.

**Visualization analysis.** The quality of centerline extraction also heavily depends on the label prediction, i.e., in most cases like Fig. 6 (a), the label prediction with high accuracy can guarantee an accurate centerline with the TEASAR-based method. For some cases like Fig. 6 (b), where the label prediction contains a few cross-labeling regions, the method can easily eliminate the mislabeled regions and obtain a visually satisfying result. However, in some cases where the label prediction suffers a huge accuracy drop, e.g., there are too many mislabeled regions that one centerline may cross several ribs or several centerlines may align to the same rib. As depicted in Fig. 6 (c) where a floating rib is missing, the performance drop on rib labeling heavily affected the TEASAR-based method, and the result contains 3 overlap regions where the centerlines are misaligned. Moreover, as mentioned in Sec. III-C, our method also fails for cases suffering severe rib fracture, where a single rib is broken into several parts, which will affect the result of distance transformation, and resulted in messy curve segments. Such abnormal cases also urge a more robust method for centerline extraction, with centerline annotations provided by RibSeg v2.

4) **Discussion on annotation and metrics:** During the experiment, we noticed that even though the centerline generated by our method perfectly lies in the middle of the rib segmentation by visual assessment, it might not necessarily have a high LSCD value. The interpretation is that the annotations of rib anatomical centerline are not perfect because manual annotation of the centerline is a naturally hard task for humans, and even for well-trained radiologists, it’s difficult to locate endpoints that exactly lie in the center of the ribs before connecting them as the centerline curve. However, although being geometrically imperfect, such manually confirmed centerline annotations are still clinically pragmatic and valuable. Moreover, although the proposed Chamfer Distance-based metrics (LSCD and LLCD) could measure the centerline quality given the rib segmentation, they are not numerically intuitive, which also urges more intuitive metrics to evaluate the quality of centerlines.

**C. Experiment Settings**

In terms of the training settings of rib labeling and rib segmentation, point batches are downsampled to 30,000 points per case in consideration of the trade-off between batch size and input size. The online point augmentation includes scaling, translation, and jittering. The Adam optimizer is adopted to train both models for 250 epochs with a batch size of 4, and a combination of cross-entropy (CE) and Dice loss as the loss function. The initial learning rate was set at 0.001 and decayed by a factor of 0.5 every 20 epochs, with a lower bound of \(10^{-5}\). In the training stage of the 2-stage...
method, the input of the segmentation task is point sets of 30,000 downsampled from the binary CT volume, while the input of the labeling task is point sets downsampled from the predictions of segmentation. The inference was conducted with the implementation of PyTorch 1.7.1 and Python 3.9, on a machine with a single NVIDIA Tesla P100 GPU with Intel(R) Xeon(R) CPU @ 2.20 GHz and 150 G memory.

VI. CONCLUSION

We developed the RibSeg v2 dataset, which is the first open dataset for rib labeling and anatomical centerline extraction. Besides, we explored the challenges of rib labeling and centerline extraction in detail and benchmark RibSeg v2 with a strong pipeline including a deep learning-based method for rib labeling and a TEASAR-based method for centerline extraction. We then compared data representations of CT scans as dense voxel grids and sparse point clouds and provided a comprehensive analysis of the abnormal cases where the method might fail. Besides, we also proposed various metrics for rib segmentation, labeling, and anatomical centerline extraction, providing a comprehensive method evaluation. Finally, by detailed quantitative and qualitative analysis of the categorized challenging cases, we featured the key challenges of each task, which are valuable to guide future studies.

The dataset and proposed method show the potential to be clinically applicable, such as the diagnosis of rib fractures and bone lesions. Besides, considering the differences from standard medical image datasets [58], [59] with pixel/voxel grids, the elongated shapes and oblique poses of ribs enable the RibSeg v2 dataset to serve as a benchmark for curvilinear structures and geometric deep learning.

There remain limitations in this study. For rib anatomical centerline extraction, we apply a TEASAR-based method to extract centerlines from the prediction of rib labels, which is sensitive to rib labeling errors in abnormal cases. Hence, considering the clinical significance of rib anatomical centerline extraction, a more robust method will be favorable.
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