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Abstract

Diffusion models have garnered significant attention since
they can effectively learn complex multivariate Gaussian dis-
tributions, resulting in diverse, high-quality outcomes. They
introduce Gaussian noise into training data and reconstruct
the original data iteratively. Central to this iterative process
is a single Unet, adapting across time steps to facilitate gen-
eration. Recent work revealed the presence of composition
and denoising phases in this generation process, raising ques-
tions about the Unets’ varying roles. Our study dives into
the dynamic behavior of Unets within denoising diffusion
probabilistic models (DDPM), focusing on (de)convolutional
blocks and skip connections across time steps. We propose
an analytical method to systematically assess the impact of
time steps and core Unet components on the final output. This
method eliminates components to study causal relations and
investigate their influence on output changes. The main pur-
pose is to understand the temporal dynamics and identify po-
tential shortcuts during inference. Our findings provide valu-
able insights into the various generation phases during infer-
ence and shed light on the Unets’ usage patterns across these
phases. Leveraging these insights, we identify redundancies
in GLIDE (an improved DDPM) and improve inference time
by ~27% with minimal degradation in output quality. Our ul-
timate goal is to guide more informed optimization strategies
for inference and influence new model designs.

Introduction

Diffusion models learn complex multivariate Gaussian dis-
tributions, enabling high-quality and diverse outcomes.
They have found several applications including genera-
tion (Nichol et al. 2022), inverse problems (Kawar et al.
2022), segmentation (Baranchuk et al. 2022), and anomaly
detection (Wyatt et al. 2022). During training, these models
introduce controlled corruptions, like Gaussian noise, fol-
lowed by an iterative de-corruption process to reconstruct
the original data. This reconstruction process employs mod-
els like the Unet (Ronneberger, Fischer, and Brox 2015) per
iteration, enabling effective learning. This Unet takes each
intermediate noisy image and the time step as input and pro-
duces an intermediate output to generate data from noise.
The inference time complexity hinders diffusion mod-
els from being used in time-critical applications in the real
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world (Yang et al. 2022). Researchers have explored ways
to enhance efficiency while maintaining quality, including
faster sampling methods (Song, Meng, and Ermon 2021;
Nichol and Dhariwal 2021; Kong and Ping 2021; Karras
et al. 2022) to reduce the time steps. Architectures to process
time steps in parallel (Zheng et al. 2023; Shih et al. 2023) re-
quire more compute power or tuning, which is challenging
to implement in large, well-established models (Nichol et al.
2022; Rombach et al. 2022).

Prior work (Deja et al. 2022) exploring the generation
process in diffusion models have highlighted distinct com-
position and denoising phases, showing that time steps con-
tribute variably to the final output. This sparks fundamen-
tal questions about the varying purposes of time steps and
the Unets’ adaptable role. Unets, with their skip connections
and encoder-decoder structure, have inherent dynamism and
can employ different connections across inputs, suitable for
various applications. Yet, the precise utility of this adapt-
able Unet and its components, i.e., the (de)convolutional
blocks and skip connections across time steps, remains un-
known. Understanding this adaptability over time can of-
fer insights into the transitions between different generative
phases, thereby supporting model inference and design op-
timizations. Hence, we delve deeper into the diffusion in-
ference process to deepen our understanding and guide the
development of informed optimization strategies.

We present an analytical method to evaluate each time
step’s impact and the core Unet’s utility on the final output of
denoising diffusion probabilistic models (DDPMs). We sys-
tematically eliminate time steps and Unet components and
analyze their effects on the output to elucidate their purpose
in the generation process. Our findings enhance the under-
standing of the image formation process and Unet’s role. By
identifying areas of redundancy, we aim to identify short-
cuts in pretrained diffusion models crucial for time-sensitive
applications. Our contributions are listed below.

* We introduce an analytical method to assess the impact
of time steps and the Unet in diffusion models.

* We investigate the causal relationship between Unet in-
terventions and time steps on model outputs, elucidating
the image formation process and Unet’s role.

* By identifying areas of redundancy, we uncover shortcut
possibilities during inference.



Background

Denoising diffusion probabilistic models (Sohl-Dickstein
et al. 2015; Ho, Jain, and Abbeel 2020; Nichol and Dhari-
wal 2021) aim to approximate the true distribution ¢(xg) of
training data. To do so, each sample from g(xo) is gradually
degraded by iteratively adding Gaussian noise, resulting in a
set of latent variables, X1, Xo, ..., X7, given by,

q(x¢xi—1) == (X¢3 VarXe—1, (1 — o)1) (D

This sequential introduction of noise, from xg to X, is called
the forward process. A model pg(x;—1|x;) can be trained to
approximate the true posterior distribution pg(x;—1|x;) :=
N(uo(x¢),09(x¢)). This trained model generates samples
starting from Gaussian noise, i.e., xp~N(0, I') and progres-
sively reduces this noise iteratively through x7_1, ..., Xg. In
practice, x; sampled from ¢(x;|xo) are generated by apply-
ing Gaussian noise € to Xg. A model €y is then trained to
predict the noise introduced during the forward process us-
ing mean-squared error loss, defined as,

L= Ei o1 1) xoma(ao)emn 0.0 [l€ = €6(x, )[P] (2)

The trainable model €y that predicts the noise at each time
step t, is commonly implemented as a Unet. The noise
€9 (X¢, t) predicted by the model is utilized to generate x;_;
from x; as follows,
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Where o, is a constant or dependent on og(x;). The first
term is the p.redicte(.i Xo at timf: step t, given by xisto. The
second term is the direction pointing back to x;, and the last
is the random noise added. The colors in Equation 3 are the
parts we modify to intervene on time steps and Unet connec-

tions. We detail our intervention method in later sections.

Related work

The large inference time in diffusion models has prompted
advancements in new architectures and efficient sampling
methods to enhance speed without compromising quality.
Among these, denoising diffusion implicit models or
DDIMs (Song, Meng, and Ermon 2021; Zhang, Tao, and
Chen 2023) are a more efficient non-Markovian sampling
strategy than Markovian sampling in DDPMs (Ho, Jain,
and Abbeel 2020). DDIMs offer significantly accelerated
(10-50x) high-quality sample generation. However, DDIMs
demonstrate inferior sample outcomes when used directly
with the ancestral sampling. They only achieve better quality
when corrector steps, necessitating manual parameter tun-
ing. Improved DDPMs or iDDPMs (Nichol and Dhariwal
2021) focus on learning variances during reconstruction, en-
abling sample generation with significantly fewer time steps

and minimal degradation in quality. iDDPMs support rapid
sampling directly from the ancestral sampling process, re-
moving the need for fine-tuning additional parameters. Fur-
ther, explorations into solvers with adaptive step sizes tai-
lored for score-based diffusion models (Jolicoeur-Martineau
et al. 2022) have surfaced for a piece-by-piece optimiza-
tion. Additionally, higher-order ordinary differential equa-
tions (ODE) solvers have been explored (Karras et al. 2022)
and have provided valuable insights into optimizing infer-
ence times. Building upon these works, diffusion exponen-
tial integrator sampler or DEIS (Zhang and Chen 2023)
leverages specific discretization methods from ODE:s for fur-
ther speed and sample quality improvements.

Most of these fast sampling methods are sequential in na-
ture and try to reduce the number of time steps for time effi-
ciency. Researchers have hence explored parallelizing time
steps. Sampling latency was improved via Parallel Diffu-
sion Generative Model Sampling, ParaDiGMS (Shih et al.
2023). It aims to guess the full denoising or generation
path and iteratively refine this until convergence. These re-
finement steps were much smaller than the time steps in
diffusion models, allowing for faster sampling with much
higher computational costs. Similarly, diffusion model sam-
pling with neural operator (DSNO) also aims to model the
denoising trajectory via temporal convolution layers added
into the core diffusion model. While DSNO claims to have
small additions to complexity, the method involves training
that can be complex to implement in well-established mod-
els (Nichol et al. 2022; Rombach et al. 2022).

While the parallel architectures lead to an increase in
computation and require some training, the sequential fast
sampling methods treat all time steps similarly. Recent
works (Deja et al. 2022) delved into the iterative generative
process within diffusion models, highlighted the presence of
composition and denoising phases, and used these insights
for a two-part continual learning. Prompted by this under-
standing of the distinct phases, we question whether all time
steps are equal and warrant the same treatment. This study
aims to build upon these insights to unravel the temporal dy-
namics within diffusion models. Specifically, we aim to ex-
amine the roles played by time steps and Unet connections
in the generation process, which can pave the way for more
informed model optimization and possibly even design.

Method

The learned diffusion model €y (x¢, t) is iteratively applied
from ¢t = T tot = 0 to generate the final output xy. The
main idea of our analytical method is to make an interven-
tion or manipulation within a time step. This intervention is
introduced in one or more time steps ¢t € 0,...T. By scru-
tinizing the differences between the original Xy and inter-
vened output, for example, wj, in Figure 1, we aim to estab-
lish the causal relations between the intervention and their
utility and impact on the output. The interventions include
various manipulations, including removing entire time steps,
(de)convolutional blocks, and skip connections within the
Unet. Each intervention provides insight into the functional
significance of the component.
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Figure 1: (a) The inference process in a regular setting. (b)
Interventions on specific time steps (t —1, t—2) are shown in
blue. The corresponding intervened (w(), and original (xo)
are compared to identify causal relations.

Interventions on time steps: To identify the significance
of each time step and determine the transition between the
composition and denoising parts, we intervene on entire
time steps (see Figure 1). Time steps are removed starting
from t4:,,+ = t in the generation process and continue until
t —n. w;_,, is the corresponding intervened output. Remov-
ing time steps essentially implies that rather than estimat-
ing x;_; via the regular process (see Figure 1a), we estimate
X¢_p, from time step ¢ directly, i.e., w}_5 in Figure 1b. In this
case, two time steps are removed. This can be generalized to
n time steps. We compute w;_,, from x; as follows,
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Once the w}_,, is computed, w}_,,_...w(, follows the regu-
lar Equation 3. In the example in Figure 1, the intervention
starts after tgqre = T until T — 3, i.e., Wp_s.

Interventions on Unet components: Within a time step
t, we delve into the utility of the Unet components. Since
layers higher up in the “U” contribute more to local fea-
tures due to their smaller receptive field, and vice-versa, we
hypothesize that not all connections of the Unet hold equal
significance at every time step. Hence, we expect a trend in

(a) No intervention (eg)
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(b) Removing deconv blocks €,

their utility concerning the phase of the generation process
in diffusion models.

We perform interventions on the Unet (ey) for a specified
range of time steps. Specifically, we intervene on compo-
nents, including the skip connections and the Unet deconvo-
lutional blocks. This skip connection intervened Unet (eg) is
specified by the number of skip connections (ns) removed
from the top of the Unets starting at time step g4, until
tstart — 1. The weights of €, are the same as €. The skip
intervention resets the activations of the top ns skip connec-
tions to zeros, as shown in Figure 2c. This activation reset
draws inspiration from existing intervention methods (Bau
et al. 2018). The standard Equation 3 to generate x,_; based
on predicted noise at ¢ is modified; the intervened Unet ¢, is
used instead of ¢y to predict the noise (see Equation 5). The
intervened stage output and subsequent outputs are denoted
by s}_1,...8p.
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Similar to the skip intervention, we define interventions
on deconvolution blocks in the Unet (e, ), specified by the
number of deconvolutional blocks (nb) removed from the
bottom of the Unets in the time step t ¢4+ UNtil £51q,t —n. We
set the output activations of the nb*"* block from the bottom
of the “U” to zeros (see Figure 2b). This implies that the
bottom nb blocks on the encoder and the decoder side do
not need to be processed. The intervened stage output and
subsequent outputs are denoted by b;_, ...b,. Interventions
can be applied on n timesteps, for example, n = 1 in the
bottom row of Figure 2b. The original x is compared with
the intervened s, or by, to explore causal relations between
the Unet components and the output. We compute the peak
signal-to-noise ratio (PSNR) and structural similarity index
(SSIM) between intervened outputs (wy, by, or s{,) and non-
intervened outputs (Xg) to discern trends. Note that the same
noise seed is used for a specific instance of the intervened
(wj, b, or s;)) and original x( to enable comparison.
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Figure 2: (a) The Unet model ¢y in a regular setting. (b) nb = 2 deconvolutional blocks removed in a single time step (n = 1)

as shown in the bottom row generation sequence. (c) ns =

2 skip connections removed in a single time step. The missing

activations are replaced with a map of zeros of the same shape as the connection removed.
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Figure 3: The time step intervened output w, when n = 5
consecutive steps are eliminated at different ¢4+ values.
The top row shows significant semantic alterations; the sec-
ond row leads to discernible yet smaller semantic changes;
the third row shows coarse denoising with semantic varia-
tion; and the last row indicates pure denoising effects.

Experiments & Findings

For our experiments, we use the same set of 100 samples
generated from 100 prompts, one sample per prompt. Ran-
domly selected ImageNet classes are used as prompts. We
use the pre-trained GLIDE (Nichol et al. 2022) text-to-image
generator. GLIDE has a base improved DDPM (iDDPM)
model to generate samples of size 64x64 in 100 spaced time
steps. These generation steps are ¢t € 100, ..,2,1. GLIDE
has a Unet with 16 convolutional blocks. We show how even
this simpler, faster model has redundancies.

Exploration of generation phases

Here, we focus on the significance of time steps in diffusion
models. Initially, we explore removing individual time steps
(n = 1) at varying t 4.+ values. This systematic elimination
of each time step yields a collection of T outputs. We ob-
serve that modifying a single time step does not substantially
alter the model’s output, demonstrating its self-correction
capabilities and resilience to minor perturbations.

To create more perceivable changes, we eliminate n = 5
consecutive time steps starting at different ¢4:,,+ values. In-
terestingly, even this small modification has a pronounced
influence on the model’s output wy, (see Figure 3). Our ex-
ploration reveals distinctive patterns based on eliminating
specific time steps. Eliminating early time steps, represent-
ing initial generation stages, resulted in significant semantic
alterations in the output (see the top row in Figure 3), coin-
ciding with the beta schedule employed where the noise at
these steps is significantly higher than the rest. Subsequent
time steps exhibited a shift towards coarse noise and minor
semantic effects (see the middle rows of Figure 3), while the
later stages demonstrated substantial denoising efforts (see
the bottom row of Figure 3).

Figure 4 shows the SSIM and PSNR trends between the
intervened wj, and original x across different ¢4+ values.
It highlights three discernible patterns. Phase 1 demonstrates

SSIM >
PSNR -
8

! i H
. | Phase 3 ! Phase2 | Phase 1

{ | ' \
{Phase3| Phase2 |Phasel |

€ tyan & toan

Figure 4: SSIM (left) and PSNR (right) between the original
xp and the time step intervened w(, observed after removing
n = b time steps starting at t g4 until ¢4+ — 5. The mean
=+ 1 standard deviation across 100 instances is shown.

significant semantic changes due to poor SSIM, underscor-
ing a primary composition phase. Subsequently, in phase 2,
the model transitioned from a pure generative to a denoising
phase with some semantic changes. This transition is marked
by decreased PSNR and SSIM as the generated images ex-
hibited more noise. Finally, the last phase shows a notable
increase in PSNR and SSIM, signifying a predominantly de-
noising phase in the image generation process.

Utility of Unet connections

Given that the same Unet is used through the phases in Fig-
ure 4, we hypothesize a temporal variance in the utility of the
Unet’s connections. We expect that not all connections of the
Unet are important in all stages. For example, in the later
stages (Phase 3), the reliance on lower bottleneck features
might drop significantly. These deeper layers, having larger
receptive fields, likely prioritize semantic changes, poten-
tially leading to a shift in their significance during Phase 3,
where the focus shifts towards denoising. This hypothesis
prompts us to examine whether the Unet contains redundant
connections, especially in phases 2 and 3.

Skip intervened output (s'y)
90 86

Non-
intervened
output (xg)

Figure 5: The resulting output s;, after removing the top two
skip connections (ns = 2) for five consecutive time steps
(n = 5) at various ts:4,+ values. The top row indicates evi-
dent semantic changes upon removing this connection in the
initial generation steps. Subsequent steps reveal its contribu-
tion to coarse and fine denoising effects.
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Figure 6: The intervened output by, after removing the bot-
tom two deconvolutional blocks (nb = 2) for n = 5 consec-
utive time steps at various tgs;q.+ values. The top row indi-
cates evident semantic changes upon removing this connec-
tion in the initial generation steps. Subsequent steps reveal
minimal contributions to the output.

Purpose of connections: Exploring the difference in the
purpose of the Unet connections, we remove the two top
skip connections (ns = 2) and two bottom deconvolutional
blocks (nb = 2). Analyzing the resultant intervened out-
puts (s vs. b6) across varied start time steps (£sqr¢) reveals
interesting insights. Initially, during Phase 1 of the genera-
tion process (top rows of Figures 5 and 6), both interven-
tions induce semantic changes. However, as the generation
progresses, the distinctions between the two become more
apparent. The top skip connections seem to aid in denoising,
while the lower connections primarily contribute to semantic
alterations (seen in lower rows of Figures 5 and 6). Interest-
ingly, we also note in the lower rows of Figure 6 that these
lower deconvolution block, primarily influencing semantic
changes, becomes redundant after phase 1.

This trend is further supported by the PSNR and SSIM
trends between s, and x{, vs. b(, and x{, across different ¢
values. The PSNR values when removing skip connections
(indicated by the orange line in Figure 7) are notably lower
compared to removing deconvolution blocks (in green), re-
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Figure 7: PSNR (left) and SSIM (right) between the original
xo and the deconvolution block intervened by, vs. the skip
intervened s, output observed after removing n = 5 time
steps starting at a step ts;qr¢ Until ¢54,+ — 5. The mean £ 1
standard deviation of metrics across 100 instances is shown.
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Figure 8: SSIM between the original Xy and the inter-
vened deconvolutional block by, observed after removing
nb blocks for n = 5 time steps, starting from step tsiqrt
to tstart — D. Shown are the mean =+ 2 standard deviations
across 100 samples for (a) nb = 2, (b) nb = 4, (c) nb = 6,
(d) nb =8, () nb =10, and (f) nb = 12.

inforcing the skip connections’ denoising contribution. Con-
versely, when exploring SSIM (s, vs. x{, vs. b, vs. x{)), re-
moving lower deconvolutional blocks shows minimal effects
post Phase 1, possibly indicating their redundancy.

Trends in utility: Since the lowest deconvolutional block
becomes redundant toward the end of phase 1, we inves-
tigate whether these blocks from the bottom up gradually
diminish in importance over the generation time steps. We
remove varying numbers of deconvolutional blocks (nb €
2,4,6,8,10,12) from the bottom and compare the inter-
vened (b)) and non-intervened (xo) outputs (see Figure 8).
We use an SSIM threshold of 0.8 to mark visual differences
between b, and xp, found empirically through visual ex-
ploration and analysis. This threshold efficiently highlighted
differences in global semantics, effectively supporting our
pursuit of insights. While this threshold serves our purpose,
it is adaptable to the needs of specific applications.

Figures 8a-8f depict a gradual improvement in SSIM
(right to left) in the generation process for different nb val-
ues. Removing fewer blocks achieves perceptual similar-
ity with non-intervened outputs sooner than higher block
counts. For example, nb = 2 achieves an SSIM of 0.8 sooner
than nb = 4 (at tsq+ ~ 68), nb = 4 reaches the same
threshold earlier than nb = 6 (at ¢4+ ~ 65), and so forth.
This pattern suggests a gradual reduction in the significance
of these blocks bottom-up over time.

Limitation in consecutive intervention time steps

In previous experiments, we explored interventions across
n = 5 consecutive time steps. For example, removing the
bottom two deconvolution blocks (nb = 2) starting at time
step tsiart ~ 70 for n = 5 steps had minimal impact on the
final image by, with ssim(by,xg) > 0.8.

Expanding further, we aim to assess the boundaries con-
cerning the number of time steps n that can be intervened on
before observing an effect on the final output, i.e., at what n
is the ssim(bj, xg) < 0.8. Intervened outputs by, are com-
puted for varying n time steps and nb blocks, as depicted
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Figure 9: SSIM between the original Xy and the intervened
by, after the removal of nb blocks across n steps. Shown are
the mean =+ 2 standard deviations over 100 instances for (a)
nb =2 attsare = 70, (b) nb = 4 at tsqrt = 65, (c) nb =6
at tg1q¢ = 65, and (d) nb = 8 at t44,+ = 60.

in Figure 9. The starting intervention step t4,,; for each of
the nb blocks removed was determined based on the point
at which each block becomes redundant from Figure 8. Fig-
ure 9 indicates a limitation; no more than n = 7 time steps
can be removed without compromising the output. This
finding suggests that the model possesses a self-correction
mechanism up to a certain threshold, beyond which its per-
formance is noticeably compromised.

Cut-relax-cut strategy

Given the limitation on the consecutive intervention steps n,
we explore means to further optimize the model. Based on
the redundancy patterns and self-correction capabilities of
the model to deviate back to the mean noise, we explore a
“cut-relax-cut” strategy. This involves first cutting connec-
tions for n steps until the intervened output starts to have an
impact. We then allow the model to “relax” for 7 time steps
without intervention to enable recovery. Following this, we
assess the model’s response to further interventions.

We continue our exploration based on our findings con-
cerning the start time step ts:q,+ and the number of inter-
vention steps n across various instances of nb blocks re-
moved, as depicted Figures 8 and 9. Since there are limi-
tations in the number of time steps n that can be removed,
we investigate whether allowing the model to undergo a re-
laxation period of r steps might enable subsequent interven-
tion for an additional n steps. In Figure 10, we observe that
with » € [15,20], we can indeed intervene for another n
steps without significantly impacting the output (maintain-
ing SSIM>= 0.8). If a further approximation suffices, re-
ducing this quality threshold to SSIM> 0.75 would require
relaxations for only r € [10, 12] steps. With this strategy, we
can expand interventions strategically while maintaining an
acceptable output quality.

Using insights for shortcut inference

We put together our insights for time-optimized inference
within diffusion models, aiming to expedite sample gener-
ation, critical, for example, in prompt engineering. In Fig-
ure 11, we apply our insights as follows: starting at ¢4t =
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Figure 10: SSIM between the original Xy and the deconvolu-
tion block intervened by, observed after removing nb blocks
for n = 7 time steps, a relaxation period of r steps, fol-
lowed by a second removal of nb blocks for n = 7 time
steps. Shown are the mean + 2 standard deviations over 100
instances for (a) nb = 2 and tq¢+ = 70 (b) nb = 4 and
tstart = 05, (c) nb = 6 and tg4q¢ = 65, (d) nb = 8 and
tstart = 60.

65, we systematically remove nb = 6 blocks over n = 5
steps. Observing that removing n = 7 steps has minimal im-
pact, we prune nb = 8 deconvolutional blocks over n = 2
steps until ¢ = 58. Building on our earlier findings, we in-
troduce a relaxation period r for ten steps for t € (58,47),
then remove nb = 8 blocks over n = 7 steps for ¢ € [47, 41]
and iterating through this relax-cut process another time for
t € (41, 25]. Our analysis of generation phases revealed that
the final time steps primarily involve denoising. Assuming
a sufficient estimate of X, X, in Phase 3, we stop inter-
ventions at this stage. Our experiments showed that around
t = 18, this estimate proved reasonably accurate, leading us
to skip the final 17 time steps.

Approximated results : To show how our interventions
affect image generation in DDPMs, we run the inference
strategy defined in Figure 11 for all 100 samples. As shown
in Figure 12, the intervened samples are quite close in terms
of global structure to the original non-intervened outputs.
This similarity is also reflected in the distribution of accept-
able SSIM values € [0.7,0.9] across most 100 samples (see
Figure 13). The clipping strategy led to a mean percentage
decrease of ~ 27% in inference time across the 100 sam-
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Figure 11: Intervention strategy (b) in comparison to the reg-
ular inference workflow (a).
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Figure 12: Original non-intervened (Xxg) and approximated
images generated via the intervention strategy described.
Approximated images refer to the estimate x;;, att = 17
after interventions in Figure 11. Ten randomly selected im-

age pairs from the test set are shown.

ples. About 5% from the unet interventions and 22% from
skipping the last 17 time steps.

We further investigate the effectiveness of inference strat-
egy on more complex prompts (see Figure 14). While there’s
a trade-off in quality, these approximations offer a global
idea of the outputs, enabling users to efficiently iterate
through prompts and quickly generate desired results.

While Figure 11 shows one potential shortcut inference
method, it is not the sole strategy. Our study aims to shed
light on the generation process and elucidate the roles and
redundancy patterns of time steps (generative phases), Unet
connections, and the model’s self-correction capabilities.
These insights support further research toward informed op-
timizations in inference and model design.

Conclusions & Future work

Our study introduced an analytical method to systemati-
cally understand the temporal dynamics and identify poten-
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Figure 13: Histogram of SSIM values between the original
Xo and the intervened images X, att = 17 for all 100 sam-
ples (mean = 0.795, mad = 0.044). mad: Mean absolute
deviation.
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Figure 14: Original non-intervened and approximated im-
ages generated via the intervention strategy described pre-
viously. Prompt 1: “A realistic photo of a hamster with a
dragon tail”. Prompt 2: “A sophisticated cat drinking wine
with gouda cheese”. Two samples per prompt are shown.

tial shortcuts within the inference process of DDPMs. The
method eliminated diffusion components to study their in-
fluence on the output changes. The systematic interventions
on time steps highlighted clear patterns, showcasing signif-
icant semantic shifts in initial phases, succeeded by minor
semantic changes with coarse denoising, and ending in pure
denoising, delineating clear generative stages. Further in-
vestigation into Unet connections highlighted their varying
utility. The lower layers primarily contributed to semantic
changes, while the higher layers were focused on denoising,
especially after the initial phase of the generation process.
This trend in the utility of connections helped identify re-
dundancies in specific layers, notably toward the end of the
first generative phase.

We highlighted the potential of our insights for acceler-
ated sample generation. Applying these insights to complex
prompts demonstrated that while there is some quality trade-
off, they sufficiently capture the essence of the model’s out-
puts and could be valuable to efficiently iterate over prompts
for desired outputs. Further optimizing the pruned architec-
ture for interference could lead to more accurate results.

Looking ahead, understanding the generation phases and
the purpose and utility trends of Unet connections could
guide optimized inference strategies, architectural fine-
tuning, and inspire novel models leveraging different phases
for improved outcomes. The strategic inference approach
could support prompt engineering applications, offering
faster and computationally less complex yet sufficiently ac-
curate sample generation.
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Appendix
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Figure 15: Beta schedule used for the base model in
GLIDE (Nichol et al. 2022). Note that the schedule above
refers to a schedule for spaced diffusion with 100 time steps.
Notably, the highlighted red box signals a significant noise
pick up in noise beyond ¢ > 85, aligning with substantial
semantic shifts observed during these time steps in our ex-
periments.
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Figure 16: Analyzing time step redundancy via PSNR be-
tween intermediate x; and final Xo: The mean + 2 standard
deviations across 100 instances is shown. Notably marked
within the red box, the area around time steps ¢ € [15, 18]
shows a sharp rise in PSNR values, indicating rapid conver-
gence of x; towards Xg. This observation strongly suggests
the lower significance of these final time steps in the overall
process, potentially indicating their redundancy.
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Figure 17: Assessing redundancy of time steps via SSIM
analysis of X.s¢,: The mean & 2 standard deviations across
100 instances are shown. In phase 3, primarily focused on
denoising, our question is whether x( estimates at ¢ < 25
adequately preserve global image structure. Notably, analyz-
ing SSIM comparisons between X, and the estimated x, at
each time step X!, shows that Xé?tl(]S offers a accurate repre-
sentation. This indicates that subsequent time steps (¢t < 18)
might not be essential for achieving a satisfactory xq approx-
imation.
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Figure 18: The impact of removed time steps n on SSIM.
The plot shows the SSIM between the original xy and the
intervened outputs wj, after removing n time steps, starting
at step tsiqr+ On the x-axis. The mean £+ SSIM across 100
instances is shown. This exploration aims to identify per-
ceivable changes. Notably, for an SSIM threshold of 0.8, at
n = 5, most intervened outputs exhibit SSIM values below
the threshold, indicating noticeable visual alterations for ex-
ploration time step purposes.
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Figure 19: The impact of deconvolutional block removal on the intervened by,: The figure shows by, obtained by removing nb
blocks across n = 5 consecutive time steps from tstart to tsq,+ — 5. In red are intervened images exhibiting visual similarity to
the non-intervened output (Xg). An interesting pattern emerges from the highlighted boxes, highlighting a sequential redundancy
of blocks, noticeable in a bottom-to-top trend.
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Figure 20: The effects of the number of time steps inter-
vened on by,. Above is the impact of removing nb blocks
across consecutive steps (n) on by. Minimal changes persist
up to n = 7 (see red box), beyond which clear semantic dif-
ferences begin to emerge.
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Figure 21: Relaxation steps: The observed deconvolution
block after removing nb blocks across n = 7 consecutive
time steps, followed by a relaxation phase of r steps, and
another round of removing nb blocks for n = 7 time steps.
Limited semantic changes are evident after a relaxation pe-
riod exceeding r = 10 steps (highlighted in the red box).
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Figure 22: Comparison between the original non-intervened
(xo) and approximated images (x{,) generated using the de-
scribed intervention strategy. The figure displays the worst
and best images from the 100-sample test set. Notably, the
images categorized as worst cases represent the tail end of
the distribution seen in Figure 13. Specifically, the three im-
ages in the far right of the worst-case fail primarily due to
the presence of fine lines. This issue arises due to our clip-
ping strategy’s emphasis on global approximations rather
than preserving finer details.



