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Deep Neural Networks

Deep Convolutional Network (DCN)

.

— -
— =y \N\ i
o _'\-\.X.r" o 8 f s i M"‘h‘h‘

o 9,
KB o «""’Q\(j A\\,‘,//A\; Cat
ﬁX:OiO:O i Sheep

Output




Computer Vision
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‘construction worker in orange
safety vest is working on road."

Image Captioning (Isgpe)ti\c/)lr?ii(; Robotics Self-Driving Cars



German - detected v = English
Der Mann lauft X The man is running
auf dem on the sidewalk
Gehsteig

®
$ 9 0O

Natural Language Processing

TEAM WIN LOSS PTS FG_PCT RB AST ...
Pacars 4 6 a9 42 40 17 ...
Celtics 5 4 105 44 47 28 ...

PLAYER HV AST RB PTS FG CITY

Jeff Teague H 4 3 20 4 |Indiana ...
Miles Turner H 1 8 17 6 Indiana ...
lsaiah Thomas V 5 0 23 4 Boston ...
Kelly Olynyk vV 4 6 16 6 Boston ...
AmirJohnson V 3 9 14 4 Boston ...

bounds, AST: assists, H'V: home or visiting, FG: field
goals, CITY: player team city.

The Boston Celtics defeated the host
house on Saturday. In a battle betwe
able to prevail with a much needed ro
as the Celtics outshot the Pacers fron
free-throw line. Boston also held Indi:
from long distance. The Celtics also
while tying the Pacers in turnovers. T
game went down to the final seconds
of injuries, but they had the fortunate |
iah Thomas led the team in scoring, 1
shooting. He got most of those point:
Kelly Olynyk got a rare start and fini:
rebounds and four assists.

Open in Google Translate - Feedback

Table 1: Example of data-records and document summary. Entities and values corres

Data to Text

Speech Recognition
& Synthesis

Language Translation

DET NOUN VERB VERB DET NOUN

_. _ The dog is chasing the cat
(N ‘00

w <DeT>The_<noun>dog_<vere>iS_<vere>Chasing_<per>the_<noun>cat
My experience _
The productis X h e _ <NOUN> 4 o g
so far has been A : A A p A A A
oy ok | guess
antasuc: RNN RNN RNN RNN RNN RNN RNN RNN
POSITIVE T . A A B
=DET> t h e <NOUN> d o

Sentiment Analysis Language Modeling

Conversational Bots



Do we completely understand
Now deep neural networks
achieve these amazing results?









Art vs. Sclence

* |n general, bigger neural network models with
millions of parameters yield better performance

* Difficult to understand and debug (art vs. science)

hardmaru .
« @hardmaru :

People working on Al might benefit from
occasionally thinking less like a scientist
or engineer, but thinking more like a
designer or artist. Al research is
sometimes more like an art than a
science (or like “alchemy”, as they say...)

2:04 AM - 17 Mar 2019
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(Matt Rourke/AP) Three Mile Island nuclear power plant, Middletown, Pa.




Human-Centered Design

Technology has to be designed in such a way that
humans can use it — even when we are stressed out or

tired or just liable to make mistakes.

The interfaces around us need to be accepting of
human limitations. They have to present a world
comprehensible to us.

This is the idea of empathy.

Good Design is Human, Wireframe Podcast, October 9, 2018



Human-Centered Al

Amplify, Augment, Empower & Enhance People

Ben Shneiderman, 2021



Human-Al Collaboration
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Act 1 - Observing

LSTMVis

LITMVIis childbook with Topk source states:statest ~ pos 100 << >>

LEITa N threshold o3 & mask zoom >< <>
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books she reud| and all the piowes she pamed , would have been glad mach to  be the mther of [ a [iftle odocel . </

| L}
[} NOUN PRON VERBlCONJ ADJ DET NOUN PRON VERD PUNCT VERG VERD VERB ADJ ADV PART VERB DET NOUN ADP DET ADJ NOUN AUACT P

add meta track

55 59 159 167 174 179
m match last precise & mask metarmatchmunt_ ner | pos

2 the moterof |a  littlepdnee.  </s> The king was ansto  consth the fares,  but the queen wowld not hear of
(% the moherof |a  little pince .  </s» The king was amoisto  cosh the faries,  bul the gqueen would not hear of
(2 his wifein |a litte hut ,  which was unok by gassand foves,  </s> They were pefly heppy bgghe till ey
(7 the pmsof |a litleold woman.  </s> She was qunlydeszin @ ruff and @i, and @  velvel hood :oewd
[ who livedin |a  little cottzge with her only son Jack.  </s>Jackwas a giddy, fwisboy , but very s
O u u @ for her in |a greatwima; and all three coules lived hepply until they died . </s> -LSB- From e Mite Pl Wien
2 man, in |a  whitecoaland @ red cap , lmgout fromamongthe twhes, for he was lamein his
2 and not in |a goedtempr, = If the fish hungon to yourtal , | sypshe will hangon to
2 the harein |a fsingnet and ‘smeiit on the edgeof a lilesvsm,  not wwin beefto  think how e
@ him up in |a smongroom and sent out lelersof ritzmto  all the other kings and prnces asdng them to  come and
@ ready bidmin  |a  little womm RRB- fssmg hot ;  Mester Peter mad the  graces with mesdise vigowr ; Miss Berds selex up  the
[Z putingit in |a  little beskzt, she set out to seekthe Fairy. </s>But as she was not usedto whig
7 the son of |a rich man, who was proud of the boy , and had all his life ilwdhim to do ska
@ i bimsell upon|@ white horse,  which xanxd and @i to  the soundof the wmpss.  </s> Nobg could have been more
& roundhim by |a  whitezimeshawl,  and his white,  richly jewelsf luban showed that he was @ man of  weslh and
(2 put him on |a long flernel gemest,  and caledto the vete's mento fastendownthe lid and camy him to
& for her under|a  shadytree , and she intedthe Princeto  share the creem and brown bread which the old  womar s
@ keephim in |a goodtempsr, and as this was an iméir Father Gumba never rfused,  he wssedit  off and left
@ was Igedby |a bumngtorch.  </s> mpmgsofiyto  the door, he pspeivmgiit |, and beteldher lying guiety
(Z' old ghostin |a whitewsstul, witha ramsiron safeszmto its ankle,  who cried pmshat  being made to
[ the shegpeof | littlerabbit and cameto youramms for steker, for | know that those who are mmito  wnes

Strobelt et al., TVCG 2017]



Act 2 - Interacting

Seq2Seqg-Vis

wir  wollen morgen mal richtig spass haben

m | model { output

Encwords: | wir wollen heute 'mal richtig spass haben

Attention ~
S — - € change:

we want to have really fun today word NCg

topK: 'we want to  have really fun today Pcompare:
now &aposre  a be a enjoy now 0 sentence

so &posd really get fun emojed with to  swap:
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——

we want to have really fun this moming
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so aposye really be fun enjoy that tomoow
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) . 2
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s 1=} 15
' 8. e
richtig spass haben
highlight: -1 +1

ich mochte ihnen morgen ein paar geschichten erzéhlen und iiber ein anderes

afrika sprechen .

<s>what i want to do this morning is share with you a couple of stories and talk about
a different africa . </s>

ich méchte morgen ein wenig dariiber sprechen , was passiert , wenn wir uns
von design in richtung eines design-thinking bewegen .

<s>i &apos;d like to talk a little bit this morning about what happens if we move from
design to design thinking . </s>

iiber diese beiden aspekte werde ich morgen etwas berichten .

<s>and i &apos;m going to say a few words about each one this morning . </s>
mein name ist ursus wehrli , und ich méchte ihnen morgen gerne von meinem
projekt , kunst aufraumen , erzahlen .

<s>my name is ursus wehrli, and i would like to talk to you this morning about my
project, tidying up art . </s>

eine neue theorie ist jetzt , und ihr habt sie bereits morgen von dr. insel
gehort , dass psychische erkrankungen stérungen der neuralen verbindungen sind , die
einfluss auf gefiihle,, laune und <unk> haben .

<s>now , an emerging view that you also heard about from dr. insel this morning , is
that psychiatric disorders are actually disturbances of neural circuits that mediate
emotion , mood and affect . </s>

[Strobelt et al.,, TVCG 2018]



Act 3 - Collaborating

C3l

Tnput

acd sentence  Initwith 3

years ago.
they were able to determine how much that ratlo had changed over time and

passibly even yielding an ocean .

according to nasa , thers might have heen enough water to cover up to 20 % of
mars * surface .

that would amcurt to an acean proportionally larger than the atlantic on earth .

** this ocean had a depth of around 5,000 feat or areund one mile daep ,
" said villanueva .

and as the pl
In liquid form .

ed to its evaperat

a5 a result , the remaining primeval ocean water continued to move toward the
poles , where It eventually froze . J

G0 S0DD0AEEEEE0 bbboa

“* with mars losing that much water , the planet was very likely wet for a longer
pericd of tima than was reviously thought , suggesting it might have been

habitable for longer , ' said mumma .

cnn ' ban brumfield contribut

GenNI|

GenNI model: | e2e Fl (I cHECK LATENT MODEL

Refine Constraint Generation Forecast

Global Forecast

Edit Constral

history: F(FIKE|JK)CT %

enter sentance Qutput

<t> primitive water reservoirs there could have evolved over billions of years ,
scientists say . </t=

«<t» earty oceans on the red planet might have held mare water than ezrth 's anctic
ocean . </t>

<t> scientists used the world s three major infrared telescopes to measure traces of
‘water in the planet 's atmosphere over a range of areas and seasons . </t

«<t> water trapped In mars ' palar ice caps has a much higher level of hde than fluid
water on earth . </t=

the water was very likely wet for a lenger period of time than was previcusly
thoughtl

<t="" this ocean had & maximum depth of around 5,000 feet or around one mile
deep , “ nasa sclentists say . </t

[Gehrmann et al., TVCG 2019]

|area

E mill 'Sh english | pub

constraint: | F(FIKE|IK)CT ‘ FORECAST & ‘ MAP TO GRAPH 0 ‘ GET FROM GRAPH &
|name ;eaﬂype\ customer._rating ‘ near

0—0
b B—
|stradajpub |1outof5 {all bar one

{ Iﬂ ‘SE pub

Refine by Examples

the |phoenix is [a [french |pub mwresﬂers \st]apanese restaurant
G J EE c T )

Iname Jeattype [food |pricerange
[ meRGe seLEcTED CoNSTRANTS & [ RESET LT | |the wrestlers restaurant [japanese {more than £30|yes {raja indian cuisine

near

|name | | |Pri |fami |
|the milljpub  jenglishiless than £20; city centre|yes {raja indian cuisine

| familyfriendly | near

[name |eattype] food

jarea |familyfriendly|

ity

w\shpub @ |the | | |
E plough ‘sh chinese |pub
the |strada |pub near all|bar [one |, Ecusmmer rating of 1 out of 5 .[=] ‘— ‘—

... (shortened output for editorial purposes)

| i {raja indian cuisine;

trobelt et al., TVCG 2021]




Ihree Messages

1. Intertaces to deep learning systems need to follow
the principles of human-centered design.

2. lo re-establish the human agency over deep
learning systems we introduce the concept of
interactive collaboration.

3. Neural network models need to be extended to
include intermediate representations (“hooks”)
that can be understood and acted upon by
humans.



Act 1: Observing
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LI TMVis

A Tool for Visual Analysis of Hidden
State Dynamics in RNNs

endrik Strobelt, Sebastian Gehrmann,
anspeter Pfister, Alexander Rush

[TVCG 2017]
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Machine translation

Text classification

lmage captioning

RNNS

Music generation

Speech recognition
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Why are RNNs so effective at
capturing the history of words®



{-2 -1

What does an RNN capture
N its hidden states”



Visual Analysis 00l
hidden states learn to capture”
Refine Hypothesis - VWhat textual similarities do the
hidden states represent”/

ompare models and datasets - 10 allow early
generalization about the Insignts the representations

orovide



Simple Language with

Viemory
alphabet: ()01234

corpus: (1(2)())0(((3))1)

An opening parenthesis increases nesting level; a
closing parenthesis decreases It

Randomly, numbers are inserted depicting the nesting
level
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localhost:8888/client/pattern_finder.html?data_set=6&source=states_u::states2&pos=99925&low_pass=0&threshold=0.3036649214659686&brush=15,15&queried=true
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books she read| and all the picwes she paned , would have been glad eough to  be the mother of [ a little prince] . </s> The king was aniois to consutt the faries , but the queen would not hear of such a thing . </s:

E

(] NOUN PRON ‘IERElCDNJ ADJ DET NOUN PRON VERB PUNCT VERB VERB VERE ADJ ADV PART VERB DET NOUN ADP_’DZET

add meta track

55 59 159 167 174 179

............... -

FEVSNTd  match fast precse % maskk meta :matchf;auntJ ner pas

match count

(7' the mother of
(4 the mather of
Z his wife in
(' the pesence of

prince .  </s> The king was antious to  consuk the faiies,  but the queen would not  hear of
pince .  </s> The king was atous to  consuk the faiies,  but the queen would not hear of
hut ,  which was wnniz by grass and flowers.  </s> They were perdcly happy fogether till ,  spnddy
old wmn. </s>She was qanlydessetin @  ruff and fhige, and a  velvet hood coverd

&' who lived in coiiage with her only son Jack.  </s>Jackwas a  giddy,  toples boy ,  but very fthit
& for her in ukwan ;  and all three couples lived happlly until they died .  </s> -LSB- From usie Moer Poesticn Wien
£ man, in coatand a red cap , limpg out from among the bushes, for he was lamein his
&' and not in temper, = if the fish hungon to yourtail , |  sysche will hangon to

@' the harein ignet and ‘stwedit on the edgeof a  littlesteam,  not imwdling himseff to  think how s
Z' him up in room and sent out letters of ‘nitznto all the other kings and princes asking them to  come and
(@' ready befsha: in sa.egan -RRB- hissing hot ; Master Peter mashed the potatoes with ingedile vigour ; Miss Belinda sweelrz up ~ the
' puttngit  in basket, she set out to seekthe Fairy. </s>But as she was not usedto welking

(<" the son of
2 “ulaal: himself upon
& round him by

man, who was proud of the boy , and had all his life dloved him to do  Whater
horse,  which pranced and ol to  the sound of the tumpeis.  </s> Nothing could have been more
imwe shawl,  and his white,  richly jeweled turban showed that he was a = man of  wealth and

' put him on flannel gegmert,  and calledto  the wihe's  men to  fasten down the lid and carry him to
& for her under| tree , and she iwiled the Prince to  share the cream and brown bread which the old woman provided
& keep him in femper, and as this was an indatior Father Sumoar never refused , he ossedit off and left
@' was lighted by torch.  </s> pging softlyto  the door, he pespedthoughit ,  and beheld her lying quistly
(2 old ghost in white wisesl,  with @ mosmes iron safe aftchec to  its  ankle,  who cried pieossly at - being unable to

PV R SR VR TR <IN VR < A« CTMAY SR Y RN < S ' TOE N MR <V N < A VIR I 0

(' the shape of @ rabbit and came to your arms for shelter,  for |  know that those who are memifl o animals



Act 2: Interacting
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Seq2Seq-Vis: A visual debugging tool
for sequence-to-sequence models

Hendri
Adam

K Strobelt, Sebastian Gehrmann, M

Perer, Hanspeter

[TVCG 2018]
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Seqg2sed models can learn to transform an arbitrary length input
sequence into an arbitrary length output sequence and are state-
of-art for tasks like ...

- Machine translation

» Natural language generation
» Question answering

» Speech recognition

» Image captioning

« Summarization



word in context
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word embedding
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decoder (S2)

context state
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encoder (S1)

word embedding

encoder states

decoder (S2)

context state
decoder state

word embedding
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encoder (S1) Xq X X3
word embedding
' v v
encoder states —> —>

N

(O attention (S3) for y1

f

decoder (S2) . V1 Yo Y3 Yy </s>
R N AN S S [
context state
decoder state —> —> —> —>

word embedding




encoder (S1)

word embedding

R T

encoder states —> —>

N

(O attention (S3) for y1l

f

decoder (S2) - V1 Y Y3 Vg </s>

context state

decoder state —> —> —> —>

word embedding
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- - E
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. - |
predictions (S4)



the longest travel begins when it ets to the streets
6 : 5 dark?



How to Identity
what went wrong”



Examine Model Decisions

Enc words:
Attention:

attention (S3) —

topK:

/

top k prediction
(S4)

unser werkzeug - hilft ,

input / encoder (S1)
—

our tool helps to find errors in seq2seq models using visual analysis methods
- output / decoder (S2)
unser werkzeug  hilft , fehler in  <unk> modellen zu finden mittels visueller analysen
unser werkzeug  hilft , fehler in  <unk> modellen zu finden , visueller analysen
unsere intument dabei dabei fehlern = zu der modelle wuwenden entdecken mit ~ der <unk> von
das tool hilfreich dazu dwitign bei  den <unk> enwseten suchen — die visuellen auswerting
unserem hilfsmittel st zu <unk> fur form , mit werschaffen 'mittels des analyse  der
wir werkieuge helfen  es etwas auf  die anhand flir geben und <unk> el des
pivot
analyse
beam SearCh (35) der visuellen
l analysen
fehler in <unk> modellen zu finden mittels . analysen
visueller
<unk>

visuellen analysen



Check Encoder
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Check Beam Search
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Attention:

& change
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the longest travel begins when it pgets to  the streets m b
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schwarze locher sind ein m etwas vor einem dunklen himmel .

streets

streets

in

the



Aot Bl

What-It lesting

i i

it s IREI = inl B
Attention:
the longest travel begins when it pgets to  the streets
topK: the longest travel when when it Gaposs to  the streets
and oldest trips will If they gets dark a roads In
so tallest joumeys begins the becomes burled shore road of
well russians travels begin as there grows into heaven street
you Icons Jouney start in  this comes In its «city to
PIVOl
when it
&apos;s  going to
begins when it
gets to the
the longest travel ,
begin when it &apos;s  going to
' ::d the longest . aposis  going
well will start when it
gets to
coder ¥
SNOW:

& change:

+|:',|,'] Mmedare

sentence

aWd [

—

streets

the

tgt highlignt: -1 n +]

buried
be

in
RO to
streets

in

on

the

the

1

the

the

streets

streets

schwarze l6cher sind ein [ etwas vor einem dunklen himmel .

streets

streets

in

the



Translation View (a)

Neighborhood View (b)

http:/seq2seq-vis.io/

Encwords: | wir  wollen heute ~mal richtig 'spass haben wir  wollen morgen mal richtig spass haben
Attention:
e € change: e
we want to have really fun today attn we want to have really fun this morning
topK: we want to have really fun today Fcompare: we want to have really fun this moming
now &aposre A be a enjoy now sentence so &aposre really be  fun enjoy that tomomow
so &aposd really get fun enjoyed with to  swap: and &aposd a get a enoyed in day in
and aposye that really some funny here &aposs now really that really some funny here next with
i have the do quite enjoyable from with this &aposye some do quite enjoyable with evening to
pivot compare
toda
really fun y
now .
have a really fun time
ome reall fun time
we want to. o Yy
&apos;re going be really fun today
<s> now we want
and we
so
encoder ¥
s} Cl
Q
: G
L P2y : 2
wir wollen heute mal richtig spass haben
4
QD
0
, 8 B
o . © :
3
wir wollen heute morgen mal richtig spass haben
shovv: show: highlight: -1 n +1
. ich mochte ihnen morgen ein paar geschichten erzahlen und iiber ein anderes
hepté afrika sprechen .
<s>what i want to do this morning is share with you a couple of stories and talk about
h@t_e’ a different africa . </s>
° ich mochte morgen ein wenig dariiber sprechen , was passiert , wenn wir uns
y\li_r von design in richtung eines design-thinking bewegen .
f <s>i&apos;d like to talk a little bit this morning about what happens if we move from
.abjen design to design thinking . </s>
mokgen
¢ liber diese beiden aspekte werde ich morgen etwas berichten.
<s>and i &apos;m going to say a few words about each one this morning . </s>
h mein name ist ursus wehrli , und ich mochte ihnen morgen gerne von meinem
Shass projekt , kunst aufriumen , erzihlen .
. <s>my name is ursus wehrli , and i would like to talk to you this morning about my
project, tidying up art . </s>
L eine neue theorie ist jetzt , und ihr habt sie bereits morgen von dr. insel
m:!nt'lg gehort , dass psychische erkrankungen storungen der neuralen verbindungen sind , die
wolllem «? einfluss auf gefiihle , laune und <unk> haben .
,w <s>now , an emerging view that you also heard about from dr. insel this morning , is
that psychiatric disorders are actually disturbances of neural circuits that mediate
mal . emotion, mood and affect . </s>
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Model “Hooks”

e Forward Path: Prediction

e Backward Path: Examine and correct model
decisions interactively
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Input model output
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Collaborative Summarization

scientists at nasa are one step closer to understan 1) What input text generated the OutpLIt?

primeval mars . . .

these new findings also indicate how primitive wa 2) SeIeCt dlﬁerent InPUt teXt and generate new OUtPUt

billions of years , indicating that early oceans on t 3) - Ghange the output and see where it appears in the input
than earth s' arctic ocean , nasa scientists reveal i (baCkwardS)

science .

" our study provides a solid estimate of how much water mars once had , by determining

how much water was lost to space , " said geronimo villanueva , a scientist at nasa s' m

space flight center .

** with this work , we can better understand the history of water on mars . <t> scientists looked at the ratio of two different forms -- or isotopes -- of water , h2o and hdo

: . . - </t
" to find answers to this age-old question about martian water molecules , scientists used the .

<t> as a result , the remaining primeval ocean water continued to move toward the poles ,

world s' three major infrared telescopes , in chile and hawaii , to measure traces of water in , S s
where it was harder for water to stay in liquid form . </t>

the planet s’ atmosphere over a range of areas and seasons , spanning from march 2008 to <t> nasa scientists say that much of this water loss happened over billions of years , along

january 2014 . with a loss of atmosphere . </t>

" from the ground , we could take a snapshot of the whole hemisphere on a single nw
said goddard s' michael mumma .

scientists looked at the ratio of two different forms -- or isotopes -- of water , h2o0 and hdo .

the latter is made heavier by one of its hydrogen atoms , called deuterium , which has a
neutron at its core in addition to the proton that all hydrogen atoms have .

that weighed down hdo more , while larger amounts of hydrogen from h2o floated into the
atmosphere , broke away from mars ' low gravity and disappeared into space .

as a result , water trapped in mars ' polar ice caps has a much higher level of hdo than fluid
water on earth does , the scientists said .

the scientists compared the ratio of h2o to hdo in mars ' atmosphere today to the ratio of the
two molecules trapped inside a mars meteorite , a stone that broke off from mars -- perhaps



/. .\ Generate initial 3 sentence

summary from all inputs

In put aggregate add sentence initwith 3 enter sentence OUTPUT aggregate

scientists at nasa are one step closer to understanding how much water could have <t> primitive water reservoirs there could have evolved over billions of years ,

existed on primeval mars . scientists say . </t>
these new findings also indicate how primitive water reservoirs there could have <t> early oceans on the red planet might have held more water than earth 's arctic
evolved over billions of years , indicating that early oceans on the red planet might ocean . </t>

have held more water than earth s' arctic ocean , nasa scientists reveal in a stud
’ b <t> scientists used the world 's three major infrared telescopes to measure traces of

published friday in the journal science . i
water in the planet 's atmosphere over a range of areas and seasons . </t>

" our study provides a solid estimate of how much water mars once had , by
determining how much water was lost to space , ' said geronimo villanueva , a
scientist at nasa s' goddard space flight center .

L

" with this work , we can better understand the history of water on mars .

" to find answers to this age-old question about martian water molecules , scientists
used the world s' three major infrared telescopes , in chile and hawaii , to measure
traces of water in the planet s' atmosphere over a range of areas and seasons ,
spanning from march 2008 to january 2014 .

" " from the ground , we could take a snapshot of the whole hemisphere on a single
night , " said goddard s' michael mumma .

scientists looked at the ratio of two different forms -- or isotopes -- of water , h20
and hdo .

o) [{{{

the latter is made heavier by one of its hydrogen atoms , called deuterium , which

e
O
D Gl

has a neutron at its core in addition to the proton that all hydrogen atoms have .

that weighed down hdo more , while larger amounts of hydrogen from h2o floated
into the atmosphere , broke away from mars ' low gravity and disappeared into

— S— _ - (d) (d)



InpUt aggregate add sentence init with 3 enter sentence OUTDUT aggregate

scientists at nasa are one step closer to understanding how much water could have <t> primitive water reservoirs there could have evolved over billions of years ,
existed on primeval mars . scientists say . </t>

these new findings also indicate how primitive water reservoirs there could have <t> early oceans on the red planet might have held more water than earth 's arctic
evolved over billions of years , indicating that early oceans on the red planet might ocean . </t>

have held more water than earth s' arctic ocean , nasa scientists reveal in a study — .
. : : : _ <t> scientists used the world 's three gajor infrared telescopes to measure traces of
published friday in the journal science . )
water in the planet 's atmosphere ovell a range of areas and seasons . </t>

" our study provides a solid estimate of how much water mars once had , by
determining how much water was lost to space , " said geronimo villanueva , a
scientist at nasa s' goddard space flight center .

" with this work , we can better understand the history of water on mars . Th e S u I I I I I Iary

" to find answers to this age-old question about martian water molecules , scientists
used the world s' three major infrared telescopes , in chile and hawaii , to measure

traces of water in the planet s' atmosphere over a range of areas and seasons , Wh d ' d '-t f
spanning from march 2008 to january 2014 . e re I I CO m e ro m ?

" from the ground , we could take a snapshot of the whole hemisphere on a single
night , " said goddard s' michael mumma .

scientists looked at the ratio of two different forms -- or isotopes -- of water , h2o
and hdo .

the latter is made heavier by one of its hydrogen atoms , called deuterium , which

has a neutron at its core in addition to the proton that all hydrogen atoms have . B‘ u e : Wh a't d O | Want 'tO u Se?

that weighed down hdo more , while larger amounts of hydrogen from h2o floated

space .

into the atmosphere , broke away from mars ' low gravity and disappeared into Red : V\/h at h aS been S u m m arized
(a) \4)



/£, .\ Add a new sentence that

Please choose a .txt file containing the text to summarize: choose File Mo file chosen

select: all match none

Input aggregate

scientists at nasa are one step closer to understanding how much water could have existed on primeval mars .

these new findings also indicate how primitive water reservoirs there could have evolved over billions afjears , indicating
that early oceans on the red planet might have held more water than earth s' arctic ocean , nasa scientists reveal in a study
published friday in the journal science .

" " our study provides a solid estimate of how much water mars once had , by determining how much water was lost to
space , " said geronimo villanueva , a scientist at nasa s' goddard space flight center .

b

* with this work , we can better understand the history of water on mars .

" to find answers to this age-old question about martian water molecules , scientists used the world s' three major infrared
telescopes , in chile and hawaii , to measure traces qf_wat_er_ in the planet s' atmosphere over a _rangg_qf areas and seasons,
spanning from march 2008 to january 2014 .

*" from the ground , we could take a snapshot of the whole hemisphere on a single night , " said goddard s' michael
mumma .

scientists looked at the ratio of two different forms -- or isotopes -- of water , h2o and hdo .

the latter is made heavier by one of its hydrogen atoms , called deuterium , which has a neutron at its core in addition to the

proton that all hydrogen atoms have .

that weighed down hdo more , while larger amounts of hydrogen from h2o floated into the atmosphere , broke away from
mars ' low gravity and disappeared into space .

scientists said .

the scientists compared the ratic of h2o to hdo in mars ' atmosphere today to the ratio of the two molecules trapped inside
a mars meteorite , a stone that broke off from mars -- perhaps when an asteroid hit -- and landed on earth some 4.5 billion
years ago .

they were able to determine how much that ratio had changed over time and estimate how much water has disappeared
from mars -- about 87 % .

the findings indicate that the red planet could have had its fair share of blue waters , possibly even yielding an ocean .

according to nasa , there might h.;w_e_ been enough water to cover up to 20 % of mars ' surface .

that would amount to an ocean proportionally larger than the atlantic on earth .

" this ocean had a maximum depth of around 5,000 feet or around one mile deep , " said villanueva .

nasa scientists say that much of this water loss happened over billions of years , along with a loss of atmosphere .

and as the planet s' atmospheric pressure dropped , it was harder for water to stay in liquid form .

heat also contributed to its evaporation .

as a result , the remaining primeval ocean water continued to move toward the poles , where it eventually froze .

k

add sentence

starts with “The water Is ...

CSl:Summarization

imit with 3

))

enter sentence Output aggregate

<t> primitive water reservoirs there could have evolved over billions of years , scientists say . </t>

<t> early oceans on the red planet might have held more water than earth 's arctic ocean . </t=

<t> scientists used the world 's three major infrared telescopes to measure traces of water in the planet 's atmosphere over a
range of areas and seasons . </t>

<t> water trapped in mars ' polar ice caps has a much higher level of hdo than fluid water on earth . </t>
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from mars -- perhaps when an asteroid hit -- and landed on earth some 4.5 billion
years ago .

they were able to determine how much that ratio had changed over time and
estimate how much water has disappeared from mars -- about 87 % .

the findings indicate that the red planet could have had its fair share of blue waters ,
possibly even yielding an ocean .

according to nasa , there might have been enough water to cover up to 20 % of
mars ' surface .

that would amount to an ocean proportionally larger than the atlantic on earth .

" this ocean had a maximum depth of around 5,000 feet or around one mile deep ,
" said villanueva .

nasa scientists say that much of this water loss happened over billions of years ,
along with a loss of atmosphere .

and as the planet s' atmospheric pressure dropped , it was harder for water to stay
in liquid form .

heat also contributed to its evaporation .

as a result , the remaining primeval ocean water continued to move toward the
poles , where it eventually froze .

" with mars losing that much water , the planet was very likely wet for a longer
period of time than was previously thought , suggesting it might have been
habitable for longer , " said mumma .

cnn s' ben brumfield contributed to this report .

add seltence init with 3

I

| wrote another sentence.
_ What does the summary
cover NoOw?

In put aggregate enter sentence OUtPUt aggregate

<t> primitive water reservoirs there could have evolved over billions of years ,
scientists say . </t>

<t> early oceans on the red planet might have held more water than earth 's arctic
ocean . </t>

<t> scientists used the world 's three major infrared telescopes to measure traces of
water in the planet 's atmosphere over a range of areas and seasons . </t>

<t> water trapped in mars ' polar ice caps has a much higher level of hdo than fluid
water on earth . </t>

the water was very likely wet for a longer period of time than was previously
thought]

<t> " this ocean had a maximum depth of around 5,000 feet or around one mile
deep , " nasa scientists say . </t>

uull)




| essons Learned

 Users can have semantically meaningful interactions with
the model (CSI: Collaborative Semantic Inference).

e |t is easy to over-constrain the text generation; SOTA ML
models cannot handle this, yet.

 Need a higher-level interface to specify the constraints.
|dea: use a constraint graph to specity model hooks.
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Table? Text Generation

Ename eattype - food prlcerange iarea famllyfrlendly near |
the mill .pub engllsh Jess than £20 . city centre' yes raja indian cmsme

the |mill is |a english pub .

name eattype customer ratlng near _
| strada pub 1 out of 5 aII barone

strada is|a pub .

Ename Eeattype food prlcerange famllyfrlendly hear |
the wrestlers : restaurant Japanese more than £30: yes raja indian CUISIne

the |wrestlers is |a|japanese restaurant .

Ename eattype - food Epricerangeéarea éarea éfamilyfriendly%near _
.the pIough pub Echlnese high city centre riverside:yes raja indian cuisine:

the |plough is |a|chinese |pub .



Higher-order Model Hooks

Control states (model hooks

. Generated output text
as constraint graph

GenNI model:  e2e

Refine Constraint Generation Forecast

Edit Constraint Global Forecast

_ C L IGIEEE | L A T
history: (F)+(.)%((G)+(.)%(A)+] (A)+(.)*(G)+) (. ) LB Lo BT
constraint:  (F)+(.)*((G)+(.)*(A)+|(A)+(.)*(G)+) (.)* ‘ FORECAST = l MAP TO GRAPH ‘ GETFROMGRAPHO] FO recast (

LSECLGGG I LAAT
CLGGILAA
m N
LSIECLGGG I LAAT
JKACLGGGT

® ® ® ® ® ® ol

J G LGG | LAWAT
CRIALGGGT
: ; . CLGGGILAST
® F | e ® e o o & ® : . Ty . .
_name ‘eattype pricerange area familyfriendly near
the phoenix restaurant less than £20 city centre no ‘raja indian cuisine
E phoenix ish restaurant near raia;indian cuisine in the':city'cemre .
® f ® ® ® ® ® L _ kil

éname eattype Epricerange %customer_ratingéfamilyfriendlyénear i
the mill restaurant less than £20 low yes .café rouge

Reﬁ ne E|mill is E family | friendly |restaurant near |café rouge . |the |customer rating is low .

Refine by Examples

‘name eattype food pricerange area familyfriendly near
MERGE SELECTED CONSTRAINTS ¢ | RESET LIST ‘the mill pub  english less than £20 city centre yes ‘raja indian cuisine
0O E'Phoe"ix is E|french pub near |café sicilia in the city \centre @ : E|mill ishfamily.friendly english pub near raja indian cuisine in the city centre .
O &|plough ish familyéfriendly chinese restaurant near |raja indian cuisine in the city centre . @ Ename _eattype food pricerange customer_rating area ‘familyfriendly near :
: . ‘the phoenix pub  french £20-25  3outof 5 ‘city centre:no ‘café sicilia!




Control States
(aka Model Hooks)

o5 é%food épricerange Earea éfamilyfriendlyé near :
englishiless than £20: city centre i yes raja indian cuisine:

W‘mill is E‘english pub .

Control States

ABC..GHIJ.LMNO.QRST

input: eatType name priceRange customer rating

output: restaurant coffee shop pub




Model Output

f narne B §eatty;5d \3‘ ricerangeécustomer_ratingéarea éfamilyfriendly;fnear |
| the phoenix pub  french Jf20-25 3 outof5 city centre no café sicilia.

Output

@M IS Em pub near café sicilia in the city centre .
I



User Correction

Ename eattype %food pricerange customer_rating area ?familyfriendly near |
the phoenix pub  french £20-25 3 outof5 _city centre no café sicilia

Alternative Model Outputs (=)

ithe[phoenix ish‘french pub near café sicilia in the city centre .
. L Ei B———



Vioael
Output

Global Forecast

CT
T
T
T
T
T
CT
T

=

e o O C C O O o O

name eattype prlcerange Eal'ea famllyfrlendly near |
the phoenlx restaurant: - less than £20: city centre no raja indian cmsme

E‘phoenlx IS E‘cny restaurant .

iname seaﬁype p"cerange customer ratmg famllyfrlendly near

the mlll restaurant: - less than £20: Iow gyes cafe rouge.
E\mll 5 E‘cafe restaurant .
Enamt'-z eattype food prlcerange Eam;;a famllyfrlendly near |
the mill .pub engllsh less than £20 city centre: yes raja indian cmsme
E‘mll |3Eenglls pub .
En‘f:lmt'-z eattype food prlcerange . customer ratlng area éfamilyfriendlyénear :
the phoenlx pub french £20 25 3 out of 5 Ecr[y centre:no café sicilia:
E\phoemx 5 E‘ rench pub :
in‘famm'-z food area famllyfrlendly near _
the wrestlers: ltallan city centre yes raja indian cmsme

\the‘wrestlers is E‘ltallan city .




User Correction

name eattype customer ratlng near

istrada ; pub 1 out of 5 aII bar nne

|strada|strada isE all ' pub .

name eattype customer ratmg near _
Es’[rada ; pub 1 out of 5 EaII bar Dneé

istrada ish pub .




Vioael
Output

| Global Forecast

||¢§ T

Different control states

R

e eattype prlcerange éarea famllyfﬂendly near :
the phoemx restaurant less than £20 city centre no raja indian cmsme

E‘phoemx IS Em restaurant

name eattype prlcerange customar _rating famllyfriendly near

the mill restaurant less than £20 low ;yes café rouge‘
E‘mll is E‘cafe restaurant
name eattype food prlcarange féarea familyfriendly near :
the mill pub engllsh less than £20 City centre yes raja indian cursme
E‘mll is E‘engllsh pub
sname eattype food pricerange customer ratmg area éfamilyfrlendlyinaar :
‘the phoenix  pub Efrench;£20-25 E3 out of 5 ;cny centre no café sicilia.
E'phoenlx ISE| rench !pub .
‘name food area familyfrlandly near
the wrestlers | italian  city centre yes raja indian cuisine
li‘wrestlers |$E italian | crty
‘name eattype food  pricerange area familyfriendly near
‘the plough restaurant chrnese ‘high city centre_yes raja indian cuisine

E‘plough is E‘chrnese restaurant

name eattypo ‘customer rating near
strada pub 1 out of 5 all bar one

‘strada is|a pub




INfer Mlodel HOOKS

X: table input
v: user-generated desired text output

z: inferred control states (aka model hooks)




Constrained (Generation

Z-constraint:

O X

X
X

Beam tree with constraints \
' model outpu
" hook




Constraint Graph Editor

Edit control state constraints in visual RegEx editor

Edit Constraint

history: F(FJKE|JK)CT .x

constraint:  F(FJKE|JK)CT FORECAST= | MAP TO GRAPH {} | GET FROM GRAPH ¢ ]




| essons Learned

Higher-order constraint graphs combined with direct user
iInput to control the output are intuitive.

This lesson applies also to other deep learning models, e.g.,
INn computer vision.

How do we evaluate human-Al collaboration?

Could evaluate models using both automated and human
metrics, e.q., GEM Benchmark (https://gem-benchmark.com)



Soon at https:/genni.vizhub.ai

(¥ CHECK LATENT MODEL

GenNI

model: | e2e =

Refine Constraint

Generation Forecast

Edit Constraint

history: F(FJKE|JK)CT .x

constraint: =~ F(FJKE|JK)CT | FORECAST = | MAP TO GRAPH § | GET FROM GRAPH & ‘

Refine by Examples

[ MERGE SELECTED CONSTRAINTS ¢ | RESET LIST

the phoenlx is |a |french pub
@ |F E

|strada is E|pub |E|
- Elstrada|pub nearﬂﬁlone ,|has Elcustomer|rating of 1 out of 5 .

Global Forecast

J T
J T
J T
J T
J T
J T
T
J T
T
J T
‘name | eattype ‘food prlcerange Earea famllyfrlendly near i
|the mill ipub engllsh ‘less than £20i icity centrei ‘yes raja indian cmsme

oo s

name eattype customer, ratlng near

strada’ ipub E1 out of 5 aII bar one
|strada is Elpub .
name Eeattype food prlcerange famllyfrlendly near

the wrestlers restaurant japanese more than £30' iyes raJa indian cursrne

|the|wrestlers is E|Japanese|restaurant .

.pricerange area ‘area
Lcity centre i riversideyes

familyfriendly near

name eattype food :
raja indian cuisine’

the ploughipub  ichinese:high

Elplough is Elchinese|pub .

... (shortened output for editorial purposes)

Create Example

SELECT ]ORZ[ SELECT RANDOM | SELECT FROM GLOBAL ]

g 3

Select Input ID :

{customer _rating | eattype name | near
|1 outof 5 gpub strada all bar one

Manual Output (&)

|strada is hlpub .

Alternative Model Outputs (=)

Elstradalpub nearﬂﬁlone ,|has Elcustomerlrating of 1 out of 5.

Select a token to see alternatives

ADD TO EXAMPLES + FORECAST

RESET

of C :1f-(.)—out-c
. o

5 5o

" rating-

1.
out

out

found-e—near-e

Range Forecast

customer_rating: 1 out of 5 eattype: pub

name: strada, homer near: all bar one

[ GENERATE | GENERATE WITH CONSTRAINT

i attype name : near
:pub strada all bar one

Ecustomer ratin
11 out of 5

|strada is Elpu

customer ratin
|1 outof 5

e

attype name near
ipub homer all bar one

Test Constraint against Test Corpus

EXPORT TEST CODE & ’

Control States

AcscEFeH L mino@aris T
input: €atType. ane e cne g
oup rsaunt s s




Call for Action



Ihree Messages

1. Intertaces to deep learning systems need to follow
the principles of human-centered design.
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Ihree Messages

2. lo re-establish the human agency over deep
learning systems we introduce the concept of
interactive collaboration.






Ihree Messages

3. Neural network models need to be extended to
include intermediate representations (“hooks”)
that can be understood and acted upon by
humans.



CATCH A FISH

Latent

Variable
“Hooks”

WHICH LINE WOULD YOU PULL IN TO CATCH THE FISH?



Towards Visually Interactive Neural Probabllistic Models

Hanspeter

pfister@seas.harvard.edu

Pfister

100 168

Harvard John A. Paulson
School of Engineering
and Applied Sciences

Demos, source code, papers are available;

http:/Istm.seas.harvard.edu/
http:/seq2seq-vis.io/
http://vcg.seas.harvard.edu

Soon at https:/genni.vizhub.ai
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Generation
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Control States

Each control state z corresponds to a high-level
cluster of the corresponding word’s semantics learned
by the model tor the problem.

Control States

A B clElE e H 1 JlK LMNO.Q RIS T

input: eatType name priceRange customer rating

output: restaurant coffee shop pub



Open Issues

* For which tasks do we want to involve humans?
Could we ever have somebody do interactive
corrections of models”? Maybe on the data side”
Maybe providing confidence values?

e (Call to action: let’s create tools for this!



GenNI model:  e2e

Refine Constraint

Edit Constraint

history: (F)+(.)*((G)+(.)*(A)+|(A)+(.)*(G)+) (.)x*

constraint:  (F)+(.)*((G)+(.)x(A)+]|(A)+(.)*(G)+) (.)x* FORECAST = | MAP TO GRAPH { GETFROMGRAPHG]

Refine by Examples

‘ MERGE SELECTED CONSTRAINTS < | RESET LIST }

O Elphoenix is Elfrench|pub near|café|sicilia in thelcitylcentre IEI £ constraint & forecast =
O Elplough isE familyIfriendly|chinese|restaurant near|raja |indian |cuisine in thelcity|centre . |§| £ constraint ¢ forecast =

Create Example

Select Input ID : -1 C | SELECT \ OR: [ SELECT RANDOM | SELECT FROM GLOBAL ]
" Ename %eattype %food Epricerangeéarea éfamilyfriendlyé near ;

" the plough: restaurant chinese high _city centre yes raja indian cuisine:

Manual Output (&)

Elplough ish familyIfriendlylchinese|restaurant nearlrajalindianlcuisine in thelcitylcentre : ADD TO EXAMPLES + | FORECAST

Alternative Model Outputs (=)

|the|plough ish family|friendly|chineseIrestaurant nearlrajalindianlcuisine in the|city|centre . add to examples + forecast =

Select a token to see alternatives




Edit Constraint

history: F(FIKE|JK)CT .x

constraint: F(FJKE|JK)CT FORECAST= | MAP TO GRAPH {} | GET FROM GRAPH ¢ ]

Edit Constraint

history: (F)+JK(E)?CT (F)+(JKE|JK)CT F(FIKE|JK)CT .x*

constraint: | (F)+JK(E)?CT FORECAST= | MAP TO GRAPH { | GET FROM GRAPH ¢




User Role: Architect




User Role: Trainer

WOrad2vec

Layer 1




User Role: End User

Mostly
black box




Andrei Karpathy b|0.g About  Hacker's guide to Neural Networks

The Unreasonable Effectiveness of Recurrent Neural
Networks

May 21, 2015

Call that turns on inside quotes:

A. Karpathy, J. Johnson, and F. F. Li, “Visualizing and
Understanding Recurrent Networks,” ICLR 2016 Workshop



Nine Design Iterations
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Call for Reproducibility and Public Adoption:
open source with documentation

>Adding Your Own Data

If you want to train your own data first, please read the Training document. If you have your own data at hand, adding it to Cnnfig Flle
LSTMVis is very easy. You only need three files:

a simple example of an lstm.yml is:
« HDF5 file containing the state vectors for each time step (e.g. cbt_epochi@.hs )

= HDF5 file containing a word ID for each time step (e.g. train.hs )"
= Dict file containing the mapping from word ID to word (e.g. words.dict )*

name: children books = name
description: children book texts from the Gutenberg project #

A schematic representation of the data: Filag: & aceian-Filas to roFersne
states: cbt epochl8.h5 # HDF5 i
v . word _ids: train.hs
cbt_epoch10.h5 train.h5 words.dict e T
words: words.dict # ( les h:
states —_— S word_ids iy </5>1
state vector B 1 o <Unk> 2 word_sequence: # defines the
states? 1356..2 2 BOOK_TITLE_3 file: train # HDFS file
6 ._4 - - path: word_ids # f '
utput s e R oF = - dict file: words # dictionar
output > CHAPTER 6
OuUtpuUtE : States: # sectid Wi states of your model jou want to look at
G ¥ 8 r-LCB-8 file: states # HDF5 files containing the state for each p
S 11 Chapter 9 types: [
34 {type: state, layer: 1, path: statesl}, # typ
Y time stens v g F {type: state, layer: 2, path: states2},
me Steps il format: word<space=>ID {type: output, layer: 2, path: output2}
]

*If you don't have these files yet, but a space-separated .txt file of your training data instead, check out our text
conversion tool

-1 HendrikStrobelt | LSTMVis ®Unwatchv 42 s Star 524  YFork 118

g%



Twitter

reddit

Facebook

Hacker News

Sina Weibo

VKontakte

chinese facebook

russian facebook

24N

Social Media

392 (44.9

333 (38

86

25

18

12

(2.06%)

Twitter
Google+
reddit
Facebook
Sina Weibo

VKontakte

100d

2,132 (37.57%)

1,087 (19.15%)

920 (16.21%)

848 (14.94%)

404 (7.12%)

74 (1.30%)



GenN| - Generation
Negotiation Intertface



Generation

Posterior Inference

M3: Inferred Control State Input: x,y —> Output: z

M1: Free Generation Input: x —> Output:y, z

M2: Controlled Generation Input: X, z-constraint —> Output:y, z

. o
Z-constraint: D—VD—V: K !
\



Prediction Network

Predict the next word y,,  based on the previous
predictions y,.. and the input x

p(yt+1 | Y1t X)

@

A

Yi:t



| atent Variapble Hooks

Introduce new latent variable z such that:

POi1 | YipX) = ZP()’tH | 1.0 %,2) X p(2 | YI:t’x)

<

Prediction Network Hook Network




Generate Output

‘name _eattype food pricerange customer_rating area familyfriendly -near :
‘the phoenix ipub  frenchi£20-25 3outof5 ‘city centre . no café sicilia

Manual Output (&)

Alternative Model Outputs (=)

the |phoenix is;a fremch pub near café sicilia in the city centre .



| 8SSONS

* (Gennie: Correct the model in a generic way, not just
correcting one instance.

* (5o from one instance to some form of
generalization. Cannot correct each example
manually.

e Single instance modification does not solve the
problem. Hooks are a good way to do it on a more
general basis.



